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Abstract

Automatic detection of human faces is one of the most di�cult problems in pattern recognition. In many practical

applications (e.g. personal identi®cation using photo-IDs), face images often have a simple background. In this paper,

we propose a new method based on shape information. Our system can be very e�cient for images with simple

background. Input image is ®rst enhanced by means of histogram equalization, followed by edge detection based on a

multiple-scale ®lter. The extracted edges are then linked using a method based on an energy function. The face contour

is ®nally extracted using the direction information of the linked edges. Experimental results are included to verify the

e�ectiveness of this method. Ó 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Face detection is the important ®rst step of face
recognition. It is basically an image segmentation
problem as the image is to be segmented into two
parts: one containing faces and the other repre-
senting non-face regions. The performance of face
detection in¯uences the performance of the entire
recognition system.

A number of methods have been proposed, and
some have been used in practical applications
(Miller, 1994). These methods can be broadly
classi®ed into two groups: the ®rst group is based

on separate facial features, which means the ®nal
decision comes from the integration of several
detection results. Among these, Yang and Huang
have described a system that uses a hierarchical
knowledge-based method; Li and co-workers
(Chow and Li, 1993; Li and Roeder, 1995) use
several deformable templates to locate the face
contour; facial feature detection and veri®cation
based on geometrical relations have been studied
in (Jeng et al., 1996). The second group considers a
face as a single pattern and features are extracted
from the entire face region. Existing methods have
employed techniques ranging from neural net-
works (Rowley et al., 1998a,b; Juell and Marsh,
1996; Lin and Kung, 1997; Ranganathan and
Arun, 1997), color information (Saber and Tekalp,
1996; Sobottka and Pitas, 1996) to spatial gray-
level dependence matrix (SGLD) (Dai and Nak-
ano, 1996) etc. In most cases, multiple techniques
are used together to achieve better performance.
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We realize that face images with simple back-
ground are seen in many practical applications,
such as photo-IDs for personal identi®cation and
security work. So far several di�erent methods
have been proposed toward such speci®c images.
Among these, the method of template matching
(Yang and Huang, 1994; Chow and Li, 1993) is
most prevalent. In this method, the face contour is
extracted using six templates±Two eye templates
and one mouth template are used to verify a face
and locate its main features; then two cheek tem-
plates and one chin template to extract the face
contour. The performance is favorable except that
it cannot detect faces with shadow, rotation and
bad lighting conditions.

In most cases, the overall shape of the face or
the whole head is very similar to an ellipse. Several
methods have been proposed using this shape in-
formation (Saber and Tekalp, 1996; Tang et al.,
1998; Sobottka and Pitas, 1996). However, face or
head contour cannot easily be modeled using a
single ellipse. In this paper, we attempt to extend
previous shape-based face detection methods by
applying a special template containing directional
information of edges. Extensive experiments show
that the new system is very e�cient when pro-
cessing images with a simple background regard-
less of variations on size, head pose (moderate
head rotation) and lighting condition.

Details of this system are described in the re-
mainder of this paper. Section 2 covers the basic
principles of the system. In Section 3, we give the
experimental results and the detailed comparison
with other systems. Section 4 concludes the paper
with suggestions for possible extension and
improvements.

2. Description of the system

The basic ¯owchart of our system is given in
Fig. 1. For the ®rst three steps, we only give the
basic principles for they can be easily found in
many image processing textbooks. The last two
steps are the kernel of our method and we discuss
them in greater details.

2.1. Image enhancement

Input images may be of very poor contrast be-
cause of the limitation of lighting conditions. In
our system histogram equalization is used to im-
prove the contrast of the original image.

Fig. 2 gives an example to illustrate the e�ec-
tiveness of image enhancement. Fig. 2(a) is the
original image of bad contrast; Fig. 2(c) is the
output; Fig. 2(b) and Fig. 2(d) are the edge images,

Fig. 1. Basic ¯owchart of the algorithm.

Fig. 2. E�ectiveness of histogram equalization.
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respectively, extracted from Fig. 2(a) and Fig. 2(c)
using the method illustrated in Section 2.3.

Comparing Fig. 2(b) with Fig. 2(d), it is obvious
that the number of points on the face contour has
been increased, which means that facial informa-
tion has been strengthened. Noise has also been
enhanced but in the subsequent steps it can be
erased.

2.2. Median ®ltering

Various sources of noise exist in the input im-
age. The ®ne details of the image represent high
frequencies which mix up with those of noise.
When low-pass ®ltering is used, some details in the
image may be erased as well. In this paper, we use
median ®ltering to remove noise.

Fig. 3 illustrates the e�ectiveness of median ®l-
tering. Fig. 3(a) is the output of Fig. 2(c) after
median ®ltering; Fig. 3(b) is the edge image
extracted from Fig. 3(a).

Comparing Fig. 3(b) with Fig. 2(d) we note that
noise has been reduced with little change of the
face contour.

2.3. Edge detection

There are many edge detectors to choose.
Considering computational cost and performance,
we choose the zero-crossing detector: Di�erence of
Exponential (DOE) (Ma and Zhang, 1998)

DOE � Ke eÿjxj=t1
ÿ ÿ eÿjxj=t2

�
: �1�

This operator can be implemented recursively,
so its computational cost is very low. In (Ma and

Li, 1995), it has been proved that with the scale
ratio (denoted as t1=t2) of 0.3 this edge detector has
optimal performance. And when the scale is bigger
only the edge of relatively larger region can be
detected. In this paper we choose t1 � 1:5; t2 � 5:0.

2.4. Edge linking

In (Ke et al., 1996), the authors propose the
following energy function to represent the global
saliency of a solitary line contour l�s� � �x�s�; y�s��,
where �x; y� is the Euclidean coordinate. The
energy function H is de®ned as

H � 2h0 � 1

2

Z
ks�rls�2 ds� 1

2

Z
bs�r2ls�2 ds;

�2�

where s is the arc length parameter ranging on
[0,L] with L being the length of the line contour, ks

and bs are elastic coe�cients. We denote
rls � ox=os; oy=os� � and r2ls � o2x=o2s; o2y=o2s� �.
In Eq. (2), the ®rst term represents the energy for
two end points of ls; the second and the third term
are due to stretching and bending modes, respec-
tively. In the experiments, h0 is a constant to rep-
resent the base of the energy function and the
other two terms re¯ecting the length and the cur-
vature property of the line. The longer the line and
the smaller the curvature, the smaller is H and the
more salient the line contour. More details con-
cerning Eq. (2) may be found in (Ke et al., 1996).
This method has been e�ectively used in roads and
blood vessels extraction. The linking process
(grouping) consists of the following four steps:
1. Forming the edge chains from the input edge

image;
2. Erasing the chains whose length is shorter than

a to decrease noise. In general a ranges from 1
to 5; here we choose a � 3;

3. Decomposing each line contour into a set of
segments with constant curvature: straight lines
and arcs; storing them into a new chain;

4. For every segment, the other one is searched
in a de®ned region to make their linkage have
optimal global saliency.
After linking the function H can achieve opti-

mal value. Fig. 4 is the output of Fig. 3(b) afterFig. 3. E�ectiveness of median ®ltering.
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linking. The edges have been linked well so the
information of the face contour is improved. Also
noises have been greatly reduced.

2.5. Template matching

In many papers (Chow and Li, 1993; Li and
Roeder, 1995; Jeng et al., 1996; Kwon and Labo,
1994), various templates have been proposed.
Here, we present an original template based on
edge direction. It has been noticed that the contour
of a human head can be approximated by an el-
lipse. This accords with our visual perception and
has been veri®ed by numerous experiments (Tang
et al., 1998). The existing methods have not su�-
ciently used the global information of face images
in which edge direction is a crucial part, so we
present a deformable template based on the edge
information to match the face contour.

The face contour is of course not a perfect el-
lipse. To achieve good performance, the template
must tolerate some deviations. In this paper, we

use an elliptical ring as the template as illustrated
in Fig. 5.

Fig. 5(a) is a normal upright face; (b) is the
binary image after edge linking. In (b), we can note
that the external contour cannot be represented by
a single ellipse no matter how the parameters are
adjusted. However, if we use an elliptical ring
representing the contour as shown in Fig. 5(c),
almost all the edge points on the contour can be
included. The other important advantage of this
template is that we can choose a relatively big step
in matching so as to reduce the computational
cost.

An ellipse is described by the following equa-
tion:

�xÿ X0�2
a2

� �y ÿ Y0�2
b2

� 1; �3�

where �X0; Y0� is the center of the ellipse, a and b
are the long and the short axis, respectively. If we
let b � C1a, with C1 a constant, then �X0; Y0; a;C1�
are the four free parameters that describe the up-
right ellipse as displayed in Fig. 6. In this ®gure, A
is a random point on the ellipse; AB is the tangent
intersecting the positive X -axis at B. We denote the
tangent angle as h computed by:

h � arctan

�
ÿ C2

1 �
xÿ X0

y ÿ Y0

�
: �4�

In this paper, we use ``inner product'' of two
vectors to evaluate the di�erence of the direction
of the edge and the template. This is better than
the absolute di�erence of two angles used in

Fig. 5. Deformable template.

Fig. 4. Edge linking.
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(Wang and Tan, 1999). In the vector space as
displayed in Fig. 7, A is the point shown in Fig. 6.
~r1 is the unit vector of the tangent of edges at A,
while ~r2 is the unit vector of the tangent of the
template at A. a denotes the angle of the two
vectors.Then we have

~r1 �~r2 � cos�a�: �5�
The value of the inner product can e�ectively

re¯ect the di�erence of the two vectors. In our
experiments, we ®rst calculate the gradient direc-
tion of each edge point with the Sobel operator.
Then the expression of ~r1 is derived. The expres-
sion of~r2 is easily derived from the value of h as
~r2 � cos�h�~i � sin�h�~j, where ~i and ~j are the unit
vectors along the X and Y axis, respectively.

For the evaluation of the goodness of match
between the extracted face contour and the tem-
plate, we denote the sum of the inner product and
the number of edge points in a template as G and
N , respectively, and de®ne the evaluation score R
as

R � G
N
: �6�

The denominator N is to normalize large elliptical
templates because the larger the template the
higher the value of G. This evaluation function has
been veri®ed by our training sets. In the process of
con®rming candidate faces, two thresholds are
used to decrease computational cost:
1. Nt; only when the number of edge points (N in

Eq. 6) on the template is above Nt, we continue
the con®rmation step;

2. Rt; in the con®rmation step, when the value of R
is above Rt a candidate face is con®rmed.

In our experiments, these thresholds are chosen by
training on a set of representative images and then
kept unchanged. The matching algorithm can now
be summarized as follows:
1. For each set of temple parameters �X0; Y0; a;C1�
2. Count the edge points lying on the template

(denoted as N )
3. If N < Nt, then go to 1
4. Else calculate the value of R
5. If R < Rt, then go to 1
6. Else store the value R with the template

parameters
7. The parameter set with the largest evaluation

score is chosen as the ®nal result.

3. Experimental results and comparison

In experiments, a set of 20 images is used as the
training set. All thresholds and parameters used in
our system are obtained from the training set.

For clarity, we de®ne the following terms:
Correct detection: refers to the detection results

which can be used in applications such as recog-
nition, tracking etc.

False detection: for detection results not classi-
®ed as correct detection.

First our algorithm is tested on MIT face dat-
abase. Each of 16 people is digitized 27 times in the
o�ce, varying the head orientation, the lighting,
and the scale (camera zoom). The resolution is
128� 120 with moderate complicated back-
ground. Table 1 gives detailed detection result and
Fig. 8 shows a group of examples.

Background of MIT images is single. Another
set containing 90 images is set up to give a more
convincing test. Some of the test images came from

Fig. 7. Vector space.

Fig. 6. An ellipse in 2-D space.
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the CMU face database and World Wide Web;
others were obtained from a digital camera (o�ce
background, resolution 1280� 960) or scanned

from outdoor photographs (resolution 600 dpi).
Here, all of our test images contain only one face
(multi-face detection is discussed in Section 4). The
size, lighting condition and head pose are di�erent.

The test set is decomposed into two subsets: one
containing 50 images with simple background, the
other containing 40 images with complex back-
ground.

In the ®rst subset, the system can give the cor-
rect locations for all 50 images. But 8 of them
cannot give exact detection because of beards,
large tilting angles etc. The rate of correct detec-
tion is 100% in which inexact detection rate is 16%.
The false rate is 0. The performance is very good.
Some examples with simple backgrounds are given
in Fig. 9.

In the second subset, the system can accurately
locate 87.5% of the faces (35 from 40) in which 5

Fig. 9. Face detection of images with simple backgrounds.

Fig. 8. Detection results of MIT images.

Table 1

Detection results on MIT database

Correct detection False detection

Inexacta Exacta

Our

system

50/432 11.57% 84.96% 15/432 3.47%

a Inexact means that the ring has passed through some part of

the contour and face is mainly included, but non-face region

also included or some facial features missed, so it is hard used

for identi®cation; Exact is the other kind in ``Correct detec-

tion''. Inexact results are mainly caused by tilted faces (22:5°).

The database has 144 upright and 288 tilted faces, which con-

tributes the high inexact rate.

468 J. Wang, T. Tan / Pattern Recognition Letters 21 (2000) 463±471



elliptical rings give inexact locations (the rate is
12.5%); other 5 results have no relations with the
faces (the false rate is 12.5%). The disturbance of
so many irrelevant edges of the background causes
the high rate of false detection. Four examples in
Fig. 10 are chosen from the CMU database,
showing images with o�ce background, outdoor
scene and TV video, respectively.

Govindaraju (1996) also described a system
based on the shape information to locate faces.
After edge ®ltering and linking, a set of three
special strings �L;H ;R� is used to model a face.
L;H ;R, respectively, correspond to the left side,
the hair-line and the right side of the front view
of a face. The attributes mainly contain the ori-
entation, length, continuity and their mutual
relationship. For each candidate face a cost re-
¯ecting the distance with an ideal face is assigned.
Candidate locations whose cost is below a pre-
de®ned threshold are selected as the ®nal faces.
Their system can also be used for multi- face
detection where the number of people is obtained
from the photo caption. But in the experiments,
the three strings cannot uniquely de®ne a face.
Although some approaches have been described,
false alarms still exist more than the user can
accept. The system also requires that each string
be uninterrupted. Although edge has been linked,
this requirement is di�cult to meet. When pro-
cessing faces with pose changes, false alarms and
inexact locations increase greatly. Our system
searches one optimal location in the image (for
multi-face detection, refer to Section 4). The
template aims to grasp the global information of
the object and requires no detailed information
about separate face segments. Therefore for im-
ages with variable head poses and bad contrast,

the algorithm described in this paper is expected
to outperform that of Govindaraju, 1996. The
comparison in Table 2 shows that in addition to
higher detection rate, our system is also more
robust to noise.

Although our system is more robust than
Govindaraju, 1996, the template described here
cannot uniquely model a face either, especially
when the images have objects whose shape is
similar to ellipses (though these cases are not
typical in real images). The key idea to remove the
false locations has been discussed in Section 4.

In (Saber and Tekalp, 1996), a system inte-
grating color, shape and symmetry information
has been proposed. The ellipse is used only as an
auxiliary step to remove the skin regions other
than faces. Compared with our system, their face
model is very simple but enough to delete the
wrong regions in the candidate space. Better per-
formance may be achieved after color information
is integrated into our system. This is discussed as
our future work in Section 4.

Fig. 10. Face detection of images with complex backgrounds.

Table 2

Comparison between Govindaraju, 1996 and our system

Performance

system

Correct

detection ratea

For faces with

shadow,

tilting or bad

contrastb

Govindaraju, 1996 83% Good

Our system 87.5% Better

a The rate of Govindaraju, 1996 is based on one of his test set

where each image contains one face. Although the two systems

are tested on di�erent databases the face images used are

comparable.
b In (Govindaraju, 1996), inexact detection rate is higher and

more faces are missed than in our system.
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4. Extensions and conclusions

This paper has demonstrated the e�ectiveness of
a new face detection algorithm in the images with
simple or complex background. The algorithm is
able to correctly detect all faces in the images with
simple backgrounds. Compared with other similar
algorithms, the new algorithm appears to be more
robust to noise and shape variations.

We intend to extend the algorithm for multi-
face detection. First, the number of faces should be
known before the detection. This is similar to
Govindaraju (1996) who obtains the number in-
formation from picture captions. Second, we as-
sume that faces do not overlap each other in
images. Then after matching, we select a ®xed-
number of locations with high evaluation score as
face regions. If two are overlapped, the detection
with lower con®dence is substituted by another
one with highest score in the waiting list.

Fig. 11 shows some preliminary results. The
number near the face indicates the order of con®-
dence after matching. The left image (in which the
left face is a little tilted) is obtained from a camera
and the result is very good. The right one with
various colorful clothes is from the Internet. As
can be seen, the left face can be detected ®rst, then
a false alarm and then the right face. That is, when
we set the face number as three, two faces can be
detected with a false alarm (near the center of the
image). We suspect that one reason for this is that
our template does not include enough information
to distinguish faces in very complex backgrounds.

This is also why the false rate is high in our test set
with complex backgrounds.

For future work, we have several directions.
The computational cost can be reduced further.
Other information can be integrated to identify
candidate regions (such as color or symmetry).
Another limitation of the system is that it cannot
accurately locate faces with large rotation angles.
This is due to the fact that for speed consider-
ations, there is no angle parameter in the ellipse
equation. However, if candidate regions can be
identi®ed, the angle could be included. Finally in
order to improve the rate of correction detection
on complex backgrounds, a veri®cation step
should be added to remove false locations.
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