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Abstract. Face and iris identification have been employed in various biometric applications. Besides improving
the verification performance, the fuson of both of the biometrics has several other advantages such as
enlarging user population coverage and reducing enrollment failure. In this paper, we make a first attempt to
combine face and iris biometrics. We use two different strategies for fusing iris and face classifiers. The first
strategy is to compute either an unweighted or weighted sum of the two matching distances and compare the
distances to athreshold. The second strategy is to treat the matching distances of face and iris classifiers as a
two-dimensional feature vector and use a classifier such as the Fisher's discriminant analysis or a neura
network with radial basis function (RBFNN) to classify the vector as leing genuine or an impostor. We
compare the results of the combined classifier with the results of the individua face and iris classfiers.

Experimental results show the validity of the proposed fusion strategies.

Keywords. fuson, face, iris, verification

11 ntroduction

With increesng concern and demands on security, automatic identity verification systems based on
biometrics have become more widespread and more efficient. Severd arports are now equipped with
biometric products. Face and iris recognition systems are among the top choices: face recognition is the
mog friendly and noninvasve way of recognizing a person wheress iris recognition is one of the most
accurate biometrics [1][2]. However, there are a number of practical issues that gill need to be solved with
both systems. The accuracy of face recognition is extremdy sendtive to illumination, pose and expresson
[3]. In many applications, face identification systems must be robust to these variations. In the case of iris
recognition, the user must be cooperative. Further, iris images must meet stringent qudity criteria, so the

images of poor qudity (e.g., iriswith large pupil, or off-center images) are automaticaly rejected at the time



of acquisition. Consequently, severd atempts may be necessary to acquire the iris image, which not only
delays enrollment and verification, but isalso an annoyance to the user. Therate of rejection of poor quaity
images is termed "enrollment failure rate’. Like any other biometric, the iris can change (eg., as aresult of
eye disease), in which case, even avery accurate iris based identification system can fall.

Some of the above problems can only be solved, or a least their impact can be reduced, by fusing
severd biometric identification systems, such as face and iris recognizers. It is well known that by fusng
sved dassfiers the overdl error rate (the false accept rate and the fase reject rate) can go down [4].
This fuson aso reduces spoof attacks on the biometric system. The population coverage of a combined
cassfier is, in generd, larger than the coverage of a component classfier, regardiess of the accuracy of the
latter; people with various disabilities may only be able to provide certain biometrics and not others. Thus,
combining classfiers increases the number of people that can be identified. While it is true that a combined
classfier requires that the user provide severd biometrics during the acquisition stage, the combination of
face and iris dlows for smultaneous acquisition of these two images (for example, by using two cameras,
one for face and the other for iris). Thus, in this particular case, no additiona inconvenience is introduced.
Findly, the use of face recognizer in addition to the iris dassfier, may dlow people with imperfect iris
imagesto enroll, reducing the enrollment falure rate.

A subgtantid amount of work has been done on the combination of multiple classfiers [5][6][7][8][9]
[18][19]. Mogt of these studies focus on fusng ‘wesak’ classfiers for the purpose of increasing the overdl
performance. However, the advantages outlined above warrant the combination of avalable ‘strong’
classfiers, for purposes other than increased performance. It has been shown that the smple sum rule gives
very good accuracy in combining multiple biometric systems [5][6][7][19]. But this holds true only when the
component classfiers are of amilar accuracy. Can the sum rule still give very good accuracy when it is used
to combinea ‘weak’ dassfier with a‘strong classfier? Not much work has been done in this direction. In
this paper we attemp to answer this question by developing a combined face-iris verification sysemin which
the component face and iris classifiers are of very different accuracy. The combined syssem overcomes a
number of inherent difficulties of the component classfiers. The drategies for developing fuson rule are
basad on learning and non-learning methods. The accuracy of the fused systems is compared with that of

the individud face and iris classfiers. Moreover, accuracies resulting from different Srategies are compared



and andyzed A preiminary version of thiswork appearsin [29].

The remainder of the paper is organized as follows. Section 2 describes the operation of face and iris
recognition sysems. Section 3 describes the fuson method. Section 4 presents experimental results when
using the proposed approach. A detaled analyss of experimenta results and conclusons are given in
Section 5.

2 Face Veification and IrisVerification

2.1 Face verification

Among various face recognition agorithms, appearance-based approaches are the most popular. Some of
the representative methods are PCA [10], ICA [11] and LDA [12]. Here, we use one of the most popular
dgorithms, the Eigenface method as the face matcher. Since our focusis on the fusion method, some of the
detals of the face recognition system are not described. As we know, a face recognition system includes
face detection, preprocessing, feature extraction and matching [3]. We assume that dl the faces are
locdized and digned before they are recognized.

Our face verification system is a tandard principal component anadysis classfier (PCA) [10]. Let theith

training faceimage be represented as an N-dimengond vector X, i=1,2,...n. The scatter matrix S of dl
thetraining samples can be computed as
S=a (X - mX-m, @
where v isthe mean vector. |
The principd directions of S are the eigenvectors corresponding to the M largest eigenvaues of S,
M<<N. For each input face image X we obtain a feature vector Y by projecting X onto the subspace

generated by the principa directions, according to the following equation:

Y=W'"X. o)
The projection matrix W is the matrix whose rows are the principa directions. The dimenson of the

feature vector Y is equd to the number of “sgnificant” principa directions, which is, in generd, a few orders
of magnitude smaller than the size of the origind input vectors. Images are then compared by means of their

corresponding feature vectors.



2.2 IrisVerification

Iris recognition has received increasing atention due to its high rdighility for persona identification [12]. The

human iris, an annular part between the black pupil and the white sclera, has an extreordinarily rich structure
and provides many interlacing minute characteristics such asfreckles, coronas, stripes, furrows, crypts and so
on. These vishle characteristics, generdly cdled the texture of the iris are unique to each subject
[13][14][15][16]. Individud differences that exig in the development of anatomica gructures in the body
result in such uniqueness, which leads to high rdiability for persond identification. There are four main
gpproaches to iris representation: phase information coding [13][16], zero-crossings representation [24],
shape description [25] and texture anadlysis [14-15][25-28]. The iris recognition sysem employed in this
paper is basad on an efficient dgorithm that characterizes the criticd points of loca variations.

Irisimage
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Figure 1. Mgor stepsin irisfeature extraction. Hgure. 2. Two-dimensond distribution of
metching distances based on face and iris.

Figure 1 illugtrates the main steps of our method [17]. Firg, the background in the iris image is removed
by locdizing the iris. Then, the annular iris region is normdized to a rectangular block of a fixed sze. After
lighting correction and image enhancement, a set of 1-D intendty sgnas containing the main spatid
variations of the origina iris for the subsequent feature extraction is constructed. We record the position of
locd sharp variation points in eech intengty signd as features by wavelet andyss. A matching scheme based
on Exdusve OR cdculation is proposed. Further details on the iris recognition system may be found in [17].



3 Fusion of Classifiers

The verification problem usng a combination of classfiers can be formulated as follows. Classfy atest
sanple S into one of the following two classes: w,, (genuine) or w, (impostor). If x, and x,are the outputs
of the component classfiers, then

Asign  S®w, if PW[xx)=maxPlx.x) =01 3)

where P(Wk|X1, X, ) denotes the posteriori probability of w, given x, and x,.

There are two different dtrategies that we employ for fusng the classfiers. One Strategy is to compute
either an unweighted or weighted sum of x, and x,, and to compare the result to a threshold. The second
strategy isto treat x, and x, asatwo-dimensiond feature vector. We then use a classfier such as Fisher's

discriminant andyss and a neurd network with radia basis function (RBFNN) to decide whether the vector

(x,» X,) represents agenuine sample or an impostor. We present the details of these methods below.

3.1Sumrule

The sum rule [5][6][7][8] has been extensvely investigated and it is the most straightforward fusion strategy.
It operates directly on the soft outputs (matching distances) of individud classfiers for each class hypothesis.
We firg use equd weights in the fuson rule. The matching distances of individud classfiers are normaized
linearly in advance.

According to Kittler's fuson framework, the sum rule can be expressed as[5]
. . 1 .
ASgI’] S ® Wj if é i2:1 P(Wj X1| Xz) = nk]%x é-i2:1 P(Wk|X17X2) 1:0’1’ (4)
wherei isthe individud dassfier.

3.2 Weighted sum rule

The performances of different classfiers are different, so it is necessary to use different weights to combine
the component classfiers. Here, we utilize the EER (Equal Error Rate, where FAR=FRR) of each classfier
asweights.

The weighted sum rule is defined as



Asin  S®w, it &7 WPWx.0) =max &L WP lgx) 101 ()
wherei istheindividud dassfier, W, isthe weight assign to classifier i.
The weights are caculated as follows:
_ 1- 2E,
' 2-(2E +2E)
where i and t represent the face and iris verification system, respectively, E, is the EER of classfier i.

iI=1,2,t=12, it (6)

Obvioudy, 60%1 W =1.

i=1

In fact, the accuracy of the verification result depends on two things: the accuracy of the individua
biometric system and the typicality of the subject that means whether the feature extraction method is
appropriate to the specific user. It is true that a good recognition system can succeed for most of the
subjects. But for a specific user, the accuracy of verification is dso dependent on the typicdity. So it is
necessary to assign different weights to each user to obtain high verification accuracy. Jan and Ross [9]
investigated this problem and found the user- specific weights by ‘exhaudtive search. This gpproach is not
feasble when the number of users is large. Here we set the weights according to the performance of the
verification results of the subject with different classfiers. Thet is,

1- 2E,
= g , (7
2- (2E, +2E,)
where W/, istheweight assigned to classifier i for user u, E, isthe equa error rate of user u with classifier

I. Obvioudy, for the two-classifier case considered here, évvui =1.
i=1

3.3 Fisher discriminant analysis

If we treat the face and iris matcher outputs x, and x,, as afeature vector X=(x,, x, ), then we can use any

of the known classfiers to determine the separation boundary between the impostor and genuine samples. If
we sk a linear boundary, then it is known that the line that, under the Gaussan assumption with equa
covariance matrices, best separates the two classes can be computed as
W =s*(m-m,), (8)
wherem,, mand S are defined as follows.
S =4 (x- m)(x- m)' + A (x- my)(x- my)’ )

xI Dy X Dy



m=3ax m=2ax
Xl Dg Xl D,
D, isthe space of genuine samplesand D, is the space of impostor samples.
The Fisher based fusion method can be expressed by the following equations.

xI w, if Y3Y, dsexlw, ,where Y =WTX . (10)
Figure 2 shows the digtribution of the genuine and impostor matching distances for face and iris. Clearly,

some users cannot be identified based solely on the matching distance of face or iris. The experimenta

resultsin Section 4 show that the verification rates are improved by fusonwith Fisher rule.

3.4 RBF Neural Network based fuson method

Again, forming a vector (x,, x, ) from the individua outputs of the face and iris classifiers, we use a neurd

network with radia bass function (RBFNN) for classfication. We chose RBFNN over other types of
multi-layer perceptron neural networks, because it had the best performance in our experiments. The other
reason is that this neural network can learn ether the postive samples or the negative samples. This
property makes RBFNN suitable for verification. We use 2 nodes in the input layer, 10 nodes in the hidden
layer and 1 nodein the output layer.

The output of the jth hidden node in a RBF neura network can be expressed as[20]:

Yo =F (X, - C|): =12 N, (11)
where X, isa2-dimendond input vector, C, isthe jth RBF neurd network’s center, N isthe number of
hidden units, and F (») isanonlinear, radia symmetric function whose center is C, .

The output of the ith output unit of the RBFN is:
Z; =@ W,F (”Xk - G " + Wy - (12)
h

For identity verification problem, the number of genuine samples is far fewer than the number of
impostors (as for agiven subject, dl other individuas can be treated as imposters). Asthe typicality of each
subject is different, matching distances of genuine and impostor of each subject are different. It is necessary
to desgn different RBF classfiers to fuse the individual matcher results. Notice that since we are dedling

with a verification problem, we can build an individua neurd network for each subject in the database. This



is because, for verification, an unknown individuad must daim his identity first, 0 we would know which

neura network to use.

4. Experiments Results
4.1 Databases

We have used two databases in our experiments, each containing face images and iris images. Asde from
the number of subjects in each database, the main difference is that the quality of the iris images ¢the iris
imagesin Database 1 are of very high quality, whereas those in Database 2 are of somewhat lower quality).

4.1.1 Database 1

We collected the face images in Database 1 from the ORL [21], MIT [22], Yde [23] and NLPR databases.
While the firgt three are wel known public domain face databases, the NL PR face database consstsof face
images taken in our lab a two different time ingants (NLPR is for Nationa Laboratory of Pattern
Recognition). Examples of typicd face images from the NLPR database are shown in Figure 3. The ORL
database contains 40 subjects and 400 images. The MIT database contains 16 subjects and 432 images.
The Yale database contains 15 subjects and 165 images. The NLPR database contains 19 subjects and
266 images. For each subject we selected 5 images, yielding atotd of 450 face imagesfor 90 subjects. The
integrated face database is composed of faces with reasonable variations in expresson, pose and lighting.

There are no public domain iris image databases. Theiris images used in our sysem come from the
NLPRirisdatabase. The database includes 2,096 iris images corresponding to 210 subjects, captured by
an irisacquistion system developed at the NLPR [15]. There are at least 5 images for each eye. Each eye
of a person represents a different class since the iris images of the left and right eyes are known to be
different. Since not every individua provided iris images of both eyes, there are 303 different classes from
210 subjects. The images were acquired during two different sessons, one month gpart. Figure 4 shows
some sampleirisimages from the NLPR database.

Obvioudy, the ORL, MIT and Yde face databases do not come with corresponding iris images, so to
eech face image, we assgn an abitrary (but fixed) iris class. In this way, we obtain a database of 90

subjects, with 5 face images and 5 iris images per subject.



The protocal of Database 1 isthat for face verification, we use the leave-one-out method to establish the
Eigenspace. This meansthat 4 faces of each subject can be used for training and one image for testing. We
replaced the test image with one of the training images, and repeated this procedure severd times. The
number of matches for congtructing the genuine didribution is 590 and the number of matches for
congtructing the impostor is 5*90*89. For iris verification we use 4 irises of each subject for training and
one iris image for testing, Smilar to procedure used in face verification. As dl of the matching distances
obtained in this way can be regarded asresults of testing data, the results are divided into two parts for the
learning based methods employed for fusion. For each subject, we utilized 3 samples (here are the matching

distances of face and iris) for training and 2 for tegting.

Figure.3. Sample face images in the NLPR database. Fgure. 4. Sampleirisimagesin the NLPR database.

4.1.2 Database 2

To illugtrate the enrollment fallure and its effect on the overdl verification accuracy, we use some of the iris
imageswith poor quaity that would normaly be rejected in an operationd iris verification sysem. Samples
of poor qudity iris images are shown in Figure 5. We use 40 subjects and 400 iris images, 10 images per
subject. The face database is the ORL database that includes 40 subjects and 400 images with 10 images

for each subject.

7 o,
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Hgure. 5. Samples of poor qudity irisimagesin Database 2 due to eyelid/eyelash occlusion



The protocal of Database 2 isthat, for each subject, we use 5 images for training and 5 images for testing
in the individud classfiers. Then, the training and testing patterns are exchanged. The training phese is
repeeted. This means that for face verification, we use 200 samples to establish the eigenspace as the
training data. For iris verification we use 5 images as training images of each person, 5 for testing, and then
the training and testing sets are exchanged. As dl of the matching distances obtained in this way can be
regarded as results of testing data, the results are divided into two parts br the learning based methods
employed for fuson. We utilized 6 samples for training and 4 samples for testing per person.

4.2 Experimental results
4.2.1 Resultson Database 1.

The verification rate of the stand-adoneiris classfier isvery high. Most of the FAR and FRR rates at various
thresholds are zero. It is difficult to show and compare the FAR and FRR rates using the ROC curve.
Therefore, we amply caculated the totd error rate (i.e,, FAR+FRR). The results based on the total error
rate of dl of the veification sysems (incdlude combined systems) are caculated. The result show that the
RBF classfier get the fewest totd error rate.

The digribution of matching distances of iris and face are shown in Figures 6 (a) and (b), respectively.
The digtributions of the matching distances for the fused systems are shown in Figures 6 (c), (d) and (e).
Since the outputs of combined system fusing with RBFNN are near O or 1, the distribution of genuine and
impostor can not be shown in the Figure 6. We just compared its total error to others. It is apparent from
the digribution of matching disances that fusion improves the separation of genuine scores from the
impostor scores. As the ROC curves cannot be compared based on the reasons mentioned above, we
andyze the range of thresholds thet result in very high accuracy. The range of threshold vaues that can be
sdlected for high verificaion ratesislarger for the fused matcher compared to the individual matchers.

There are a number of threshdds that can result in zero error rates for iris and combined sysems. The
advantage of fuson is that we can get alarger range of operating points (thresholds) with high accuracy. In
an operationd system, the thresholds are set using the training data. Sometimes, the training data is not
representative of the underlying population and the impostor data cannot be acquired to learn the threshold.



A larger range of thresholds that result in high accuracy means that the system is more robust.
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Figure. 6. Digtribution of matching distances of (@) iris, (b) face, (¢) sum rule, (d) weighted sum rule (user

specific weights) (e) weighted sum rule (common weights), (f) Fisher rule.

4.2.2 Results on Database 2

The performance of the iris verification and the combined system on Database 2 is not as high as on

Database 1 because of the poor qudity irisimagesin Database 2. Now we can compare the metchers by

means of the ROC curves shown in Figure 7.

For comparison, we give the minimum error rates of the various verificaion sysensin Table 1. We can

see that the RBF fuson method achieves the highest verification accurecy.

Although theiris system has high accuracy, it is not perfect. Figure 8 and Figure 9 show some samples on

which the stand-done iris dassfier fals. The difference between the template and test sample in Figures 8

and 9islarge
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Hgure. 7. ROC curves of verification sygems (at afineresolution).

Table1l Minimum error rates of verification sysens

Classfication System | Minimum of Classfication Sysem | Minimum of error rates
error rates
Iris 0.0029 Fusion with weighted 0.0031(common)
amrue 0.0028(user-specific)
Face 0.0169 Fusion with Fisher rule 0.0025
Fuson with sum rule 0.0037 Fuson with RBF 0.0024
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Figure 8. Mismatch caused by eydidsand eyelashes covering theiris. (a) templates (b) test sample
Figure 9. Mismatch caused by different pupil szein the template. (a) templates (b) test sample.
Figure 10. Mismatched faces

Figure 8 and Figure 9 show some of the samples on which the standaone iris classfier faled, but they




were correctly recognized by the combined system. Since the combined system does not depend on asingle

modality, some of the subjects that falled in the individua verification system can be verified correctly by the

combined sysem. An operationd iris verification system would reject poor quaity images like the onesin

Figures 8 and 9 in the acquisition stage to maintain a high accuracy and require the user to try again to get a

better irisimage. Our system demondirates that fusion is away to decrease the enrollment failure rate. At the

same time, alarger number of subjects that were misclassified by the stand-aone face verification sysem

were correctly identified by the combined system. Samples of mismatched faces are shown in Figure 10.

Based on the above experimenta results, we can draw the following conclusions:

1. Learning based methods are suitable to combine classfiers when their accuracy is not amilar. Here we
fuse an iris verification system that has a high accuracy and a face verification system tha has a
condderably lower accuracy. All the training (learning) based methods, including the RBF neurd
network, the weighted sum rule and the Fisher rule are vaid for combining face and iris verification
systems and perform better than methods without learning (e.g, sum rule).

2. The RBF neurd network based fuson method provides the best result on the two databases because
we uilize it as a user-specific method and train a specific RBF neurd network for each user. The
weights of neural network are set by learning the positive (genuine) and negative (impostor) samples.
The weighted sum rule that uses user specific weights obtains amilar accuracy as the RBF neurd
network. The reason for this is that the accuracy of the verification result depends on two things: (i)
accuracy of the individua biometric system, and (i) the typicdity of the subject which means wheress
the feature extraction method is appropriate to the specific user. User-specific based method considers
the above two aspects and is more accurate.

3. The results on Database 1 show that the range of thresholds that lead to high verification rates of
combined sysems is larger than that of individud system. Since the thresholds be set only by training,
and asthe training data is not enough (in fact, real impostor data can not be acquired, even the genuine
data suffer from the smadl sample Sze), the thresholds are not accurate. Enlarging the range of thresholds
that result in high accuracy means that the recognition sysem is more robust. Thus the fuson based
verification system is more robust thet the individud verification systems.

4. The results on Database 2 show that the combined system can accept some iris images with poor



qudity. An iris recognition system requires more user cooperation than with a face recognition system.
To maintain a high accuracy of iris verification, an ‘enrdllment falure rate’ is set to ensure that dl the
acquired iris images are of good qudity. Thisis not convenient to the users. The combined system can
decrease the ‘ enrollment fallure rate’ (as it can accommodate some low qudity iris images) and obtain
high accuracy of identity verification. Some of the fuson methods show their higher performance than

theindividua verification sysems.
5 Conclusions

We have designed and built an identity verification syslem based on the fusion of face and iris data. The
sgnificance of fusng these two biometrics is more than the improvement in verification accuracy. Enlarging
user population coverage and reducing enrollment failure, two very important factors in practicd
gpplications, are additiond reasons for combining face and iris for verification. We have used two Strategies
for fuson: (i) weighted/unweighted summation of the outputs ( x,, x, ) of the standaone classfiers, and (ii)
treating ( x,, x, ) asa 2D feature vector, in which case we used the Fisher discriminant and a neura network

classfier. Combined systems show more robust performance than the iris verification system and the face
veification sysem done. Fuson based on the RBF neurd network produced the highest verification
accuracy. In generd, the experimenta results dso show that the learning based methods perform better
when they are used to fuse a ‘strong’ classfier and a‘weak’ dassfier. Experimentd results have further
demondtrated that the enrollment failure rate of stand-aone systems can be decreased by fusion, while

mantaining a high accuracy.
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