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Abstract. As a reliable approach to human identification, iris recognition has 
received increasing attention in recent years. In the literature of iris recognition, 
local feature of image details has been verified as an efficient iris signature. But 
measurements from minutiae are easily affected by noises, which greatly limits 
the system’s accuracy. When the matching score between two intra-class iris 
images is near the local feature based classifier’s (LFC) decision boundary, the 
poor quality iris images are usually involved in matching. Then a novel iris blob 
matching algorithm is resorted to make the recognition decision which is more 
robust than the LFC in the noisy environment. The extensive experimental 
results demonstrate that the cascading scheme significantly outperforms 
individual classifier in terms of accuracy and robustness.  

1  Introduction 

With the increasing demanding of security in our daily life, reliable personal 
identification through biometrics is currently an active topic in the literature of 
computer vision. Biometric solutions, such as identification systems using fingerprint, 
iris, face, palmprint, etc., have many advantages over the traditional authentication 
techniques based on what you know or what you possess [1, 2]. Among them, iris 
recognition is tested as the most accurate manner of personal identification [3]. 
Therefore nowadays many automatic security systems based on iris recognition have 
been deployed world wide for border control, restricted access, and so on [4]. 

The iris of human eye is the annular part between the black pupil and the white 
sclera (Fig.1). There are lots of irregular small blobs, such as freckles, coronas, 
stripes, furrows and crypts, etc., overlaying on the iris region. Furthermore, the spatial 
distribution of these blocks in the iris is also random. Such randomly distributed and 
irregular blocks constitute the most distinguishing characteristics of the iris [22]. 

Since last decade, a number of researchers have worked on iris recognition with 
the ambition to improve the application’s performance specifications, such as 
accuracy, processing speed, storage cost and robustness [5-23]. According to the 
various iris features utilized, these algorithms can be grouped into four main 
categories: phase-based method [5-9], zero-crossings representation [10-12], texture 
analysis [13-21], local intensity variation [22,23]. Because the distinctive iris 



 

 

information is essentially embedded in the fine spatial changes in the iris image, local 
feature based classifier (LFC) had achieved higher recognition accuracy compared 
with other methods. But on the other hand, the measurements from minutiae are easily 
affected by noises, such as occlusions by eyelids and eyelashes, localization error and 
nonlinear deformations, etc., which greatly limits the system’s accuracy. In our 
experiments [22], about 90% false non-matches are incurred by all kinds of noises. 
Thus a blob matching algorithm, which attempts to establish the global 
correspondence between two iris images, is desirable to overcome the limitations of 
LFC, i.e. sensitive to photometric and geometric distortions. 

For the purpose of improving iris recognition accuracy, a cascading strategy that 
combines the LFC and the global feature based classifier (GFC, because the global 
topological information is used in blob matcher) is proposed in this paper. The basic 
idea of this technique is to construct a two stage classification system with reject 
option. The LFC is implemented first and the GFC is seldom consulted unless the 
LFC is uncertain of its result. Because the large majority recognition tasks can be 
handled by LFC, the system’s real-time performance is not essentially affected by the 
added GFC. 

The remainder of this paper is organized as follows. Section 2 describes a novel 
iris blob matching algorithm. The multistage combination architecture will be 
introduced in Section 3. Section 4 provides the experimental results prior to 
conclusions in Section 5.  

2  Alignment based iris blob matching method 

A typical iris recognition system includes localization, normalization, feature 
extraction and matching. Fig. 1 illustrates the preprocessing results [5,14,17].  
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Fig. 1. Preprocessing of iris image; (a) Original image; (b) Result of iris localization; (c) 
Normalized iris image 

Based on our observations, the block pattern in iris image is very informative for 
iris matching. The objective of blob matching algorithm is to find the spatial 
correspondences between the blocks in the input iris image and that in the stored 
model and quantitatively assess their similarity level based on the number of matched 
block pairs. The main steps of the blob matching algorithm are described as follows: 
1) Blocks of interest (BOI) segmentation: Because the zero-crossings of wavelet 
transform often indicate the location of sharp variation points [24], the boundary of 
BOI can be efficiently detected after dyadic wavelet transform (DWT) performed on 
the input data. With local processing of edge linking, the closed-boundary regions are 
labeled. Because the pixels in the region of BOI always have lower intensity than 



 

 

others, the object is labeled as foreground if the result of DWT at its region is 
negative (Fig. 2b).  
2) Block pattern representation: In the coordinate system shown in Fig. 1(c), each 
BOI’s centroid coordinates ( , )R θ , area ( )A  and the second order central moments 
( ,  )MomentR Momentθ  are recorded as its attributes. Generally, there are nearly one 
hundred BOIs in an iris image. So each iris image can be represented with a block set 
{( , , , , ) | 1, 2, , }i NMomentRR Area Momenti ii i iθ θ = , where N denotes the total 
number of BOIs in the image. 
3) Alignment of two block patterns: At first all corresponding block pairs (with 
similar ,  ,  and R A MomentR Momentθ ) of the two iris patterns are explored. Each pair 
of corresponding blocks are supposed as the origins in their own images respectively, 
so blocks of other pairs should have relative angles ranging from 0  to 360  with 
respect to their reference blocks. In each temporary coordinate system pair, number of 
block pairs which have similar relative θ  location is counted. After all iterations, the 
rotation parameter can be computed from the optimal coordinate system pair with 
maximum matching count mN . 
4) Similarity assessment: At last, a quantitative matching score of the two iris block 
patterns is defined as  

  1 2

1 2
min( , )M MMS

N N
=                                                   (1) 

where M i  and Ni  (i=1,2) denote the number of mated blocks (with similar location, 
area and moments) and all blocks in the i th iris block pattern respectively. 
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Fig. 2.  Alignment based iris blob matching process; (a) Two normalized iris images from 
same eye; (b) Segmentation results, the contours denote zero-crossings of DWT; (c)The mated 
BOIs 

3  Cascading architecture for accurate iris recognition 

In this paper, we aim to reduce the positive identification system’s false reject rate 
(FRR) when the system is operated in the status of low false accept rate (FAR). The 
cascading scheme is illustrated in Figure 3. This is a typical two stage classification 
system [25]. TL , TH  and TB  are the predefined thresholds, andTL  is defined via 

P( | Imposter)=0.9999SL TL<                                      (2) 
and TH  is defined by  



 

 

P( | Imposter)=0.999999SL TH<                                     (3) 
Thus TL  and TH  correspond to FAR 0.01% and 0.0001% respectively, which can be 
learned from the distribution of inter-class comparisons. We found that the majority 
of false rejections’ matching scores fall into the interval between TL  and TH . So the 
second session is introduced to give these false rejected subjects once more chance to 
provide another set of necessary evidences to verify their identities.  
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Fig. 3.   Cascading scheme for iris recognition 

4  Experimental Results 

4.1  Database 

With the self made iris capture device, an iris database named CASIA has been 
constructed. This database has been worldwide shared for research purposes [26]. To 
test the proposed method, we make totally 1,135,566 comparisons between iris 
images captured in different time, including 3,711 intra-class comparisons and 
1,131,855 inter-class comparisons. 

 4.2  Discriminating power of the blob matching algorithm 

The distribution of matching scores of the proposed blob matcher is shown in Figure 
4(a) and the ROC curve is drawn in Figure 4(b). From this experiment, we can see 
that it is difficult for two random block patterns to achieve high matching score. In 
this case, more than 98% inter-class matching scores are lower than 0.05, i.e. less than 
about 5 mated pairs. But accurate segmentation of blobs can not be guaranteed in all 
cases. So this method is generally worse than most of the existing iris recognition 
methods in terms of accuracy. However, it will be proved later that the blob matching 
method is much better than LFC in case of poor quality images because the elastic 



 

 

matching strategy make it accommodate localization error, distortion and occlusions 
of eyelids or eyelashes. What we need just is the complementary property of this 
method to the LFC.  
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Fig. 4.   Performance of the blob matching algorithm; (a) Distribution of intra-class and inter-
class matching scores; (b) ROC curve 

4.3  Performance evaluation of cascaded classifiers 

Both Daugman’s phase demodulation algorithm [5,6] and Noh’s wavelet 
decomposition method [12] are typical LFC. In this subsection they are both cascaded 
with the blob matching algorithm respectively as shown in Fig.3.  The ROC curves of 
both LFC and the cascaded classifiers are demonstrated in Fig. 5 for comparison. We 
can see that when 610− <=FAR<= 410−  the cascaded system achieves the lower FRR, 
which demonstrate the GFC is better than LFC in recognizing poor quality iris 
images. The two curves overlay when FAR> 410− . It should be noted then the 
system’s operation state (FAR/FRR) is controlled by the criterion of the GFC. 
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Fig. 5.   Performance of the cascaded classifiers; (a) Results of Daugman’s algorithm; (b) 
Results of Noh’s algorithm (only use the local feature). 

One example is shown in Figure 6 which is a false rejection of LFC but correctly 
accepted by GFC. Because of the occlusions of eyelids and eyelashes, a test of 



 

 

statistical independence [5] of the two images is passed. But the blob matching score 
is high enough to determine they are from same eye. 
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Fig. 6.    An example when GFC is more reasonable than LFC; (a) Two normalized iris images 
from same eye, the similarity level of Daugman’s method is 0.58;  (b) The mated BOIs by the 
blob matching algorithm, the blob matching score is 0.18. 

From the experimental results, we can see that LFC and GFC are iris image 
quality-dependent. Although GFC is a weak classifier compared with LFC when the 
iris images are high quality, which does not affect its expertise in recognize noisy iris 
images (Fig. 6). In our case, the poor quality iris images are roughly detected by 
measuring whether their matching score of LFC is near the classifier’s decision 
boundary. Therefore the system’s ROC can be improved if the final decision is then 
provided by the GFC. 

The computational cost of GFC is about two times of Daugman’s, but its 
probability to be used is only about 1% empirically. So for Daugman’s system, the 
average time cost only increases 2%. For Noh’s algorithm, this number is about 3%. 
Compared with the cheap price paid for computation, the benefit in terms of the 
system’s accuracy and robustness is deserved.  

5.  Conclusions 

In this paper, a cascading scheme of multiple representations and matching algorithms 
for iris recognition is proposed. This method is also applicable in other biometric 
systems. Another contribution of this paper is a novel iris blob matching algorithm is 
presented. This method can register two intra-class iris images into sub-pixel 
precision. Although the experimental results show that blob matching algorithm alone 
is not promising for iris recognition directly, it has its own specialties for 
discriminating noisy iris images, which is complementary with LFC. Our further work 
is to exploit the mated blocks’ area information to give a more accurate result. And 
another potential application of this blob shape based iris representation is to facilitate 
iris identification in large scale database by shape indexing technique, which is also 
an interesting research topic. 
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