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Abstract

Vision-Language Models (VLMs) such as CLIP have demon-
strated remarkable generalization capabilities to downstream
tasks. However, existing prompt tuning based frameworks
need to parallelize learnable textual inputs for all categories,
suffering from massive GPU memory consumption when
there is a large number of categories in the target dataset.
Moreover, previous works require to include category names
within prompts, exhibiting subpar performance when dealing
with ambiguous category names. To address these shortcom-
ings, we propose Compound Text-Guided Prompt Tuning
(TGP-T) that significantly reduces resource demand while
achieving superior performance. We introduce text supervi-
sion to the optimization of prompts, which enables two ben-
efits: 1) releasing the model reliance on the pre-defined cat-
egory names during inference, thereby enabling more flexi-
ble prompt generation; 2) reducing the number of inputs to
the text encoder, which decreases GPU memory consump-
tion significantly. Specifically, we found that compound text
supervisions, i.e., category-wise and content-wise, is highly
effective, since they provide inter-class separability and cap-
ture intra-class variations, respectively. Moreover, we con-
dition the prompt generation on visual features through a
module called Bonder, which facilitates the alignment be-
tween prompts and visual features. Extensive experiments on
few-shot recognition and domain generalization demonstrate
that TGP-T achieves superior performance with consistently
lower training costs. It reduces GPU memory usage by 93%
and attains a 2.5% performance gain on 16-shot ImageNet.
The code is available at https://github.com/EricTan7/TGP-T.

Introduction
Large-scale vision-language pre-training (Kim, Son, and
Kim 2021; Radford et al. 2021; Jia et al. 2021; Bao et al.
2022) has emerged as a powerful paradigm for tackling a
wide range of visual tasks (Gu et al. 2021; Saharia et al.
2022; Alayrac et al. 2022). The vision-language models
(VLMs), e.g., CLIP (Radford et al. 2021) and ALIGN (Jia
et al. 2021), have demonstrated remarkable generalization
capabilities to various downstream tasks (Yao et al. 2021;
Guo et al. 2023; Huang et al. 2023; Smith et al. 2023).
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Figure 1: Paradigm Comparison. (a) Prior works parallelize
N learnable sentence inputs to text encoder and concate-
nate category names to each input. (b) TGP-T introduces
text supervision to the optimization of prompts, which re-
leases the reliance on category names and reduces the num-
ber of prompt inputs to two. This decreases GPU memory
consumption significantly. By employing two levels of text
supervision, TGP-T performs strong adaptation ability.

Among them, CLIP utilized the contrastive paradigm to
align two modalities with 400 million image-text pairs. One
of its significant advancements is the ability to achieve open-
vocabulary recognition by calculating the similarity between
the query image feature and hand-craft text prompts (e.g., “a
photo of a <class>.”) without additional training.

Fine-tuning a foundation model can be computationally
expensive in the era of foundation models. Consequently,
there has been a shift in focus from adapting the model to
specific tasks (i.e., fine-tuning) to fitting the downstream
tasks with the foundation model (i.e., prompting) (Liu et al.
2023b). The milestone work CoOp (Zhou et al. 2022b) is
the first time to apply prompt tuning to the VLMs, intro-
ducing a series of learnable prompts for textual input in-
stead of taking hand-crafted templates. The follow-up Co-
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Figure 2: Comparison on Performance (%) and GPU Mem-
ory Consumption (GB). N is the number of categories and
“bs” donates batch size. TGP-T reduces GPU memory usage
across all datasets while achieving superior performance.
Note that when using batch size of 8, CoCoOp runs into out-
of-memory (OOM) problems on StanfordCars, SUN397,
and ImageNet with Nvidia RTX 3090.

CoOp (Zhou et al. 2022a) uses visual features to con-
struct adaptive prompts and further improve the generaliza-
tion abilities. Regarding data-scarce scenarios, e.g., few-shot
recognition (Wan, Guo, and Li 2015) and long-tailed learn-
ing (Li et al. 2022), prompt tuning (Zhou et al. 2022b; Dong
et al. 2022) has shown considerable improvements com-
pared with those manually curated text inputs.dawdadadada

Despite notable progress, existing methods still suffer
from certain shortcomings. The series of methods (Zhou
et al. 2022b,a; Zhu et al. 2022; Khattak et al. 2023; Yao,
Zhang, and Xu 2023) based on CoOp simultaneously feed
N (the number of categories) learnable sentence inputs to
text encoder. This is equivalent to learning N category cen-
ters before the text encoder, which requires preserving all in-
termediate activations of the text encoder for gradient back-
propagation. As a result, this approach leads to a rapid in-
crease in GPU memory consumption as the N grows, as
shown by the blue curve in Fig. 2. Such a training process
deviates from the original intention of efficient prompt tun-
ing. Based on the observation above, we propose to utilize a
projector to relocate the learning of N category centers after
the text encoder. Accordingly, we only require two instead
of N prompts as the input to the text encoder. As shown in
Fig. 2, these designs significantly reduce GPU memory con-
sumption while achieving better performance.

Furthermore, prior works encounter another significant
challenge. The prompt tokens are prepended to each
<class> token. Consequently, the classification weights,
i.e., the textual features, are dependent on a pre-defined cat-
egory name set, leading to subpar performance when deal-
ing with ambiguous category names, e.g., “707-320” in the
FGVCAircraft dataset (Maji et al. 2013). In this case, Co-
CoOp only achieves 38.7% accuracy on 16-shot FGVCAir-
craft. In contrast, we avoid including any category name
within prompts. As shown in Fig. 2, our method obtains a

13.7% improvement on FGVCAircraft, exhibiting superior
potential when addressing ambiguous category names.

To sum up, we propose a novel approach called Com-
pound Text-Guided Prompt Tuning (TGP-T) that releases
the huge resource demand while achieving state-of-the-art
performance. As illustrated in Fig. 1: 1) we avoid including
category names within prompts during inference, which al-
lows for a more flexible prompt generation. 2) Instead of par-
allelizing N prompt inputs for each image, we only require
two prompt inputs to text encoder. This reduces GPU mem-
ory consumption by 93% while achieving a 2.5% increase in
accuracy on the 16-shot ImageNet, as shown in Fig. 2. More-
over, the GPU memory consumption of our framework is al-
most unaffected by the number of categories, which makes
it accessible to tune VLMs on datasets of any scale.

However, a crucial problem is to ensure the prompts carry
sufficient information that is closely related to the current
sample, without directly including category names. Specif-
ically, we suppose that the optimization of prompts should
not be unconstrained. Therefore, we introduce two “teach-
ers” to guide the process as shown in Fig. 1. 1) Category-
wise Text Supervision, which offers a high-level understand-
ing of the target category. 2) Content-wise Text Supervision,
which captures the intra-class variations. The two “teachers”
provide general category cues and specific content details,
helping the model adapt to varying degrees of sample diver-
sity and complexity. Moreover, to incorporate fine-grained
visual cues, we condition the prompt generation on the vi-
sual features (Zhou et al. 2022a; Rao et al. 2022) through
a well-designed structure called Bonder. During inference,
we simply input the image into the network, and the Bonder
generates suitable prompts via image-adaptive cues. Then
the prompts are fed into the text encoder to get enriched tex-
tual features. Finally, the visual features and textual features
are concatenated together, and then a projector is applied to
obtain the predicted probability of the input image. Our main
contributions are summarized as follows:

• We propose a novel framework called Compound Text-
Guided Prompt Tuning (TGP-T), which significantly re-
duces training costs while achieving state-of-the-art per-
formance on 11 datasets for few-shot classification.

• We offer an alternative perspective for prompt tuning,
i.e., using text supervision to guide the optimization
of prompts. This enables two benefits: 1) releasing the
model reliance on category names during inference, and
thereby enabling more flexible prompt generation; 2) re-
ducing the number of inputs to the text encoder, which
decreases GPU memory consumption significantly.

• Through empirical study, we found that compound text
supervisions, i.e., category-wise and content-wise, are
highly effective. Since they provide inter-class separabil-
ity and capture intra-class variations, respectively.

• We propose to use a lightweight structure called Bon-
der to bridge the visual and language modalities. By
interacting prompt queries with image features, the
Bonder facilitates the generated prompts to be closely
aligned with the current image features, which allows
a better harness of VLM.
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Related Works
Vision-Language Models. There has been a growing inter-
est in vision-language models since CLIP (Radford et al.
2021) was proposed. With a contrastive-based pretraining
approach, CLIP has achieved impressive progress in visual
representation learning by utilizing large-scale image-text
pairs. Many fields have benefited from CLIP, such as ob-
ject detection (Gu et al. 2021), image generation (Saharia
et al. 2022), and visual question answering (Alayrac et al.
2022). With the rapid development of large language mod-
els (LLM) (Brown et al. 2020; Touvron et al. 2023) in re-
cent times, it has become possible to directly apply sep-
arately pre-trained LLM and vision foundation models to
build VLM, which is capable of understanding both im-
ages and text by adding a small number of connection pa-
rameters for training. For instance, BLIP-2 (Li et al. 2023)
achieves this by training the additional Q-former and lin-
ear mapping. Similarly, MiniGPT-4 (Zhu et al. 2023) and
LLaVA (Liu et al. 2023a) achieve impressive multimodal
chat abilities with only additional training of linear projec-
tion for aligning the two modalities.

Benefiting from the advancements of these VLMs, we
further explored how to utilize CLIP to improve visual
recognition tasks. Inspired by (Li et al. 2023), we propose to
use a module to bridge the vision and language modalities,
which facilitates the learnable prompts to be closely aligned
with the visual features. In addition, by leveraging these
VLMs to generate text descriptions for images, we inject
rich cross-modal knowledge into the vision tasks.

Prompt Tuning in Computer Vision. Prompt Learn-
ing was initially introduced in the field of Natural Language
Processing (NLP). In GPT-2 (Radford et al. 2019), the
pre-trained language model can complete specific down-
stream tasks without fine-tuning by adding some prefix
descriptions, i.e., prompts, before the input sequence. Some
works (Schick and Schütze 2020; Shin et al. 2020) also
make prompts learnable to better adapt to downstream
tasks. In general, the existing methods of prompt tun-
ing in computer vision can be roughly categorized into
two clusters: improving the discrimination abilities and
enhancing the generalization abilities. For the discrimina-
tion abilities, CoOp (Zhou et al. 2022b) first introduces
prompt tuning of the CLIP into few-shot prediction while
further works improve the performance on various tasks,
including fine-grained object retrieval (Wang et al. 2023),
multi-label recognition (Guo et al. 2023) and long-tailed
classification (Dong et al. 2022). For the generalization
abilities, CoCoOp (Zhou et al. 2022a) adapts to new
target domains by making the prompt relevant to the
input image while ProGrad (Zhu et al. 2022) achieves
it by gradient correction. More recently, KgCoOp (Yao,
Zhang, and Xu 2023) propose to enhance generalization
by constraining the learned prompt embeddings with
general knowledge, and MaPLe (Khattak et al. 2023)
achieve it by learning coupled prompts in both visual
and text modalities. Aside from this, some works (Zhang
et al. 2021, 2023) turn to retrieval in a knowledge base to
achieve better performance, while CaFo (Zhang et al. 2023)

actually adopt (K +K ′)-shot for a K-shot problem.
However, those prompt tuning based methods need to uti-

lize all category names to learn category centers before the
text encoder. When the number of categories is large, this re-
sults in a significantly larger text batch, leading to substantial
resource consumption. In contrast, we explore a text-guided
prompt tuning paradigm that relocates the learning of cat-
egory centers after the text encoder, which only requires a
small text batch.

Method
Our method is based on a pre-trained vision-language
model, as shown in Fig. 3, and by adding a small number of
learnable parameters, it allows for the cost-effective transfer
of visual classification tasks. In this section, we first give a
brief review of CLIP (Radford et al. 2021). Then, we give a
detailed introduction to the proposed TGP-T.

Preliminary
CLIP is an effective method to learn visual representation
from natural language supervision. Specifically, suppose the
training set contains M samples and is denoted as S =
{Ii, Ti}M−1

i=0 , where Ii ∈ RH×W×3 is the image and Ti is
the textual description corresponding to the image Ii. Dur-
ing training, the visual encoder V(·) encodes the Ii into vi-
sual feature: vi = V(Ii),vi ∈ Rd, where d is the hidden
dimension of CLIP. The textual encoder T (·) encodes the
Ti into textual feature: ti = T (Ti), ti ∈ Rd. Matched im-
age and text feature pairs are regarded as positive pairs, i.e.,
{vi, ti}. Correspondingly, unmatched pairs are regarded as
negative pairs, i.e., {vi, tj |i ̸= j}. Given a batch of image-
text pairs, CLIP maximizes the cosine similarity of positive
pairs and minimizes it among negative pairs. After such pre-
training, CLIP can learn a good visual representation and be
transferred to various downstream tasks.

Taking the classification task as an example, CLIP can
accomplish zero-shot classification by reasonably construct-
ing the text input. CLIP utilizes a hand-crafted prompt to
form the text input T ′

i = {“A photo of a [CLASSi].”}, i =
0, 1, ..., N − 1, where [CLASSi] is the specific category
name, such as “dog”, “cat”, etc., and N is the number of cat-
egories. The image I that needs to be predicted is fed into the
image encoder to obtain the corresponding image feature:
v = V(I). Then all T ′

i is fed into the textual encoder in par-
allel to yield a set of textual features {t′i|t′i = T (T ′

i )}
N−1
i=0 .

Based on the visual feature and textual feature, the probabil-
ity is computed for CLIP’s prediction:

p(y = i|I) = esim(t′i,v)/τ∑N−1
j=0 esim(t′j ,v)/τ

, (1)

where sim(·) denotes the similarity calculation and τ
is a temperature parameter. In our method, we directly
load a pre-trained CLIP model.

TGP-T: Compound Text-Guided Prompt Tuning
Prompt Generation. We condition the prompt generation
on visual features v through a structure called Bonder,
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which is implemented with transformer layers, as shown in
Fig. 3. Formally, We randomly initialize K learnable prompt
queries Q = {q1, q2, ..., qK} ∈ RK×d. Then these queries
are fed into Bonder, which can be formulated as follows:

QS = Q+ Self-Attn(LN(Q)),

QC = QS + Cross-Attn(LN(QS), LN(v)),

P = QC + FFN(LN(QC)),

(2)

where P = {p1,p2, ...,pK} ∈ RK×d is the generated
prompts, Self-Attn(·) and Cross-Attn(·) denote the self-
attention and cross-attention operation, respectively. LN(·)
is the Layer Normalization and FFN(·) is a two-layer fully
connected network. Instead of concatenating category name
tokens to the prompts, we directly feed P into the textual
encoder. The learnable Q will be updated during training
through gradient backpropagation. The interactions through
Bonder insert plentiful visual cues and allow the prompts
to suit the current image better.

Text Supervision. The vanilla prompts generated above
are short of textual semantics and lack specific category
cues due to the absence of category names. Therefore,
we introduce two “teachers” to guide the optimization of
prompts from two distinct levels, i.e., content-wise and
category-wise. Accordingly, we construct two branches to
learn two prompt inputs Pcon and Pctg , respectively.

As for content-wise text supervision, we take advantage
of the prevailing VLMs to generate descriptions based on
the specific content of the image. Specifically, we employ
MiniGPT-4 (Zhu et al. 2023), which is powered by Vicuna-

7B (Chiang et al. 2023) and is resource-efficient to gen-
erate descriptions: Dcon = MiniGPT-4(I). We adopt the
question “Describe the {class} in this image in one sen-
tence”. Dcon is generated offline before training, which en-
sures that no additional computational overhead is intro-
duced during the training process.

As for the category-wise text supervision, we adopt the
hand-engineered templates selected by Tip-Adapter (Zhang
et al. 2021), which provides overall descriptions for
the categories. Take the FGVCAircraft dataset (Maji
et al. 2013) as an example, the text description is
Dctg = {“A photo of a [CLASSi], a type of aircraft.”}N−1

i=0 .
For more details of {Dcon, Dctg} please refer to Appendix.

During the training process, we employ Dcon and Dctg to
guide the optimization of Pcon and Pctg , respectively. In-
spired by (Devlin et al. 2018), we calculate the loss in the vo-
cabulary space RdV , where dV denotes the vocabulary size
of the pre-trained model. Specifically, we use the tokenizer
of the pre-trained text encoder to map {Dcon, Dctg} into the
vocabulary space. Then we project the generated prompts
{Pcon,Pctg} into the vocabulary space using the trans-
posed weights of the pre-trained embedding layer, which is
frozen and denoted as W T

E ∈ Rd×dV . The text supervision
loss is then measured as follows:

{Lcon,Lctg} = {CE(PconW
T
E ,Tokenizer(Dcon)),

CE(PctgW
T
E ,Tokenizer(Dctg))},

(3)

where Lcon and Lctg denote the loss for the content-wise
and category-wise text supervision, respectively. CE(·) de-
notes the Cross-Entropy Loss.
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Cross-modal Feature Fusion. The {Pcon,Pctg} generated
through Bonder is then fed into text encoder to produce en-
riched features, which can be formulated as follows:

{tcon, tctg} = {T (Pcon), T (Pctg)}, (4)

where tcon ∈ Rd, tctg ∈ Rd denote the textual features for
content-wise and category-wise branches, respectively.

Subsequently, the text modality features and visual
modality features are concatenated together and passed
through a projector F(·) to get the final predictions. The
classification loss is computed as follows:

Lcls = CE(F([v, (tcon + tctg)/2]), y), (5)

where [·] donates the concatenated operation along the
feature dimension, and CE(·) donates the Cross-Entropy
loss. F(·) consists of a single linear layer followed by a
softmax function, and y is the corresponding label to the
image I . The fusion between text features follows a general
practice of additive averaging.

Model Training and Inference. During the training
process, both the image encoder and text encoder are
frozen, and only the Bonder and projector are learnable.
The overall loss can be formulated as follows:

L = Lcls + Lcon + Lctg. (6)

In addition to directly freezing the weights of the pre-trained
model, we also explored efficient fine-tuning methods such
as LoRA (Hu et al. 2021), which is currently widely used
for fine-tuning large language models. Through our exper-
iments, we have identified a reasonable way to apply it to
visual tasks (i.e., tuning only linear layers in the MLP), en-
suring that our method can also benefit from this fine-tuning
approach. For specific details, please refer to the Appendix.

During the inference stage, our method does not require
any additional textual information, which is different from
previous manual template-based methods and prompt tuning
based frameworks. We directly input the image into the net-
work, and Bonder will adaptively generate suitable prompts
to feed into the text encoder. Ultimately, the visual features
and textual features are concatenated and projected to obtain
the prediction results.

Experiment
Experimental Settings
Datasets. Following CLIP (Radford et al. 2021), we adopt
11 publicly available image classification datasets that cover
diverse scenes and scales, including ImageNet (Deng et al.
2009), Caltech (Fei-Fei, Fergus, and Perona 2004), Oxford-
Pets (Parkhi et al. 2012), Flowers (Nilsback and Zisser-
man 2008), Food101 (Bossard, Guillaumin, and Van Gool
2014), StanfordCars (Krause et al. 2013), FGVCAir-
craft (Maji et al. 2013), EuroSAT (Helber et al. 2019),
UCF101 (Soomro, Zamir, and Shah 2012), DTD (Cimpoi
et al. 2014), and SUN397 (Xiao et al. 2010). We follow the
few-shot evaluation protocol in CoOp (Zhou et al. 2022b),
i.e., we use 1, 2, 4, 8, and 16 shots for training, respectively,
and report results on the full test sets.

Method Ref. Number of Shots

1 2 4 8 16

Linear Probe – 43.87 56.84 67.12 73.77 78.16
CoOp IJCV’22 68.39 71.50 74.45 77.03 79.86
CoCoOp CVPR’22 69.10 70.38 72.32 76.20 78.43
Tip-Adapter ECCV’22 69.81 71.56 74.18 75.17 77.39
Tip-Adapter-F ECCV’22 70.86 73.10 76.04 78.81 81.27
MaPLe CVPR’23 69.93 72.54 76.37 79.02 81.79
Cross-Modal CVPR’23 70.75 73.29 76.79 79.05 80.75
TGP-T – 70.51 74.08 77.13 79.34 82.65
TGP-T-F – 72.15 75.22 78.20 80.69 84.06

Table 1: Comparison (%) to SOTA using the CoOp protocol,
which reports averaged top-1 accuracy across 11 test sets
with ViT-B/16. “Linear Probe” denotes the Linear-Probe
CLIP. The best results are bolded, and the second best re-
sults are underlined.

Implementation Details. We set ViT-B/16 as the image en-
coder. The depth of the Bonder is set to 1. The number of
category-wise and content-wise prompt queries is 32 and 64,
respectively. We adopt the AdamW optimizer (Loshchilov
and Hutter 2017) with a learning rate of 5e-5 and a weight
decay of 1e-4. The model is trained for 12,800 iterations
with a batch size of 8. We tune the hyperparameters on a
few-shot validation set with min(n, 4) shots (n is the num-
ber of training shots) rather than searching on the test set.

Performance
To evaluate the superiority of our novel framework, we
compare with prior arts including CoOp (Zhou et al.
2022b), CoCoOp (Zhou et al. 2022a), Cross-Modal Adap-
tation (Lin et al. 2023), MaPLe (Khattak et al. 2023),
Tip-Adapter (Zhang et al. 2021) with its fine-tuning version
Tip-Adapter-F, and Linear-Probe CLIP (Radford et al.
2021). We reproduce all previous methods using the same
randomly sampled few-shot images for a fair comparison.

Comparisons to Prior Arts. As reported in Tab. 1,
TGP-T surpasses previous methods from 2 shots to 16
shots, demonstrating its superior performance. Remarkably,
TGP-T with 2 shots outperforms the 4-shot CoCoOp and
Linear-Probe CLIP. TGP-T with 8 shots performs better
than 16-shot CoCoOp, Tip-Adapter, and Linear-Probe CLIP,
which underscores its effectiveness in learning from limited
data. Compared with recent work Cross-Modal, TGP-T
achieves a 1.90% increase in 16-shot settings. Compared
with CoCoOp, which conditions the prompt generation
on visual features, TGP-T obtains an average gain from
78.43% to 82.65%. Compared with Tip-Adapter, which
constructs a knowledge base for categorization, TGP-T
attains an average gain from 77.39% to 82.65%. These
results further demonstrate the superiority of our proposed
framework. Moreover, with LoRA (Hu et al. 2021), which
fine-tunes a small number of parameters (less than 0.1% of
model parameters), TGP-T-F sets the new state-of-the-art
performance across all shot settings, exceeding previous
methods with a decent margin.
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Method Source Target

ImageNet -V2 -Sketch

Zero-Shot CLIP 66.7 60.8 46.2
Linear Probe 65.9 56.3 34.8
CoOp 71.7 64.6 47.9
CoCoOp 71.0 64.1 48.8
Cross-Modal 72.8 64.8 47.9
MaPLe 71.9 64.1 49.2
TGP-T 73.5 65.1 48.7

Table 2: Comparison (%) on Distribution Shift. We train the
model on “Source” dataset and test on “Target” datasets with
ViT-B/16.

Method RN50 B/32 B/16 L/14 Mem. Time

Zero-Shot CLIP 59.60 63.20 68.60 75.30 - -
CoOp 62.95 66.85 71.60 OOM 18 12hr
CoCoOp 63.30 66.20 71.30 OOM 18 13hr
Tip-Adapter 62.03 65.48 70.19 77.06 5 -
MaPLe - 66.80 71.90 OOM 20 2hr
TGP-T 65.19 68.15 73.48 79.07 1 12min

Table 3: Comparison (%) of Different Visual Backbones. For
ViT models, we take suffixes such as “B/32” as their names
for simplicity. We also report the GPU Memory consump-
tion (GB) and the Training Time of the ViT-B/16. All results
are conducted on the 16-shot ImageNet.

Distribution Shift. We further assess the robustness
of TGP-T under out-of-distribution (OOD) conditions.
Specifically, we train on the ImageNet (Deng et al. 2009)
and test on ImageNet-V2 (Recht et al. 2019) and ImageNet-
Sketch (Wang et al. 2019). As shown in Tab. 2, when
achieving the best result on the source dataset, TGP-T
consistently attains promising performance on both OOD
datasets. It achieves the highest accuracy of 65.1% on
ImageNet-V2 and a competitive 48.7% on the more chal-
lenging ImageNet-Sketch. The results demonstrate the
superior OOD performance of TGP-T. It effectively gen-
eralizes from ImageNet to the out-of-distribution datasets,
showcasing its potential in handling distribution shifts.

Different Visual Backbones. We implement TGP-T
with various visual encoders. Moreover, we report the
GPU memory usage and training time of the ViT-B/16
backbone. As shown in Tab. 3, TGP-T consistently achieves
leading performance with different backbones, indicating
our generalizability to network architectures. As for training
costs, both CoOp, CoCoOp, and MaPLe are memory and
time-intensive, consuming over 18GB of GPU memory and
taking a long time to train. In contrast, TGP-T consumes
only 1GB of GPU memory. Moreover, TGP-T enables the
utilization of more powerful backbones such as ViT-L/14,
while CoOp, CoCoOp, and MaPLe run into out-of-memory
(OOM) problems on Nvidia RTX 3090. In addition, TGP-T
trains in a short period, demonstrating better efficiency.
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Figure 4: Ablation Study of the Granularity of Text Super-
vision. Results are averaged across 11 datasets. “Baseline”
denotes the model trained without text supervision.

Cat. Con.
4-Shot 16-Shot

ImageNet Aircraft ImageNet Aircraft

70.18 32.10 72.82 42.63
✓ 70.06 34.53 73.02 47.49

✓ 70.41 33.60 73.09 47.40
70.58 36.60 73.48 52.39

✓ ✓ (↑0.40) (↑4.50) (↑0.66) (↑9.76)

Table 4: Ablation Study (%) of the Granularity of Text
Supervision. “Cat.” and “Con.” denote Category-wise and
Content-wise text supervision, respectively.

Ablation Studies
We conduct analysis across all 11 datasets for the ablations
on text supervision. For other ablations, we evaluate on the
most representative ImageNet.

Granularity of Text Supervision. We investigate the
influence of different text supervision. As shown in Fig. 4,
the model trained without text supervision is denoted as
“Baseline”. In general, concurrently employing both types
of text supervision results in significant improvements.
Digging deeper, when the number of shots is small, using
category-wise supervision alone yields comparable perfor-
mance. As the number of shots increases, only combining
both types of text supervision achieves a prominent lead.
This is because when there is only 1 shot, category-wise
description is sufficient to provide overall information. As
the number of shots increases, intra-class diversity starts
to emerge. The standalone edition of category-wise and
content-wise supervision can not significantly improve the
performance, since each provides only a partial perspective.
Instead, combining both types of supervision helps the
model understand the general category information while
capturing intra-class variations, which leads to a notice-
able improvement in categorization. In Tab. 4, we further
discuss results on the most representative ImageNet, and
FGVCAircraft, where the pre-defined category names such

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

5066



Embedding Space Vocab. Space
Description

Tokenize

𝑊!

…

Similarity

𝒯

Latent Space

…

Similarity
…

Similarity

… : Generated Prompt Vectors 𝑷

𝒯
𝑊!

"

Description

Tokenize

𝑊!

Description

Tokenize

Figure 5: Illustration of Different Spaces of Text Supervision.

Supervision Space
Number of Shots

1 2 4 8 16

Embedding Space 68.59 72.50 76.07 77.66 81.46
Latent Space 67.80 72.39 76.23 78.36 81.58

Vocab. Space (TGP-T) 70.51 74.08 77.13 79.34 82.65

Table 5: Ablation Study (%) of the Supervision Space. Re-
sults are averaged across 11 datasets.

as “707-320” are ambiguous for the model. Combining both
types of text supervision leads to 4.50% and 9.76% gains
on FGVCAircraft with 4 and 16 shots, respectively, which
verifies the effectiveness of compound text supervision.

Different Spaces of Text Supervision. As illustrated
in Fig. 5, there are several spaces to employ text super-
vision. The Embedding Space is after the embedding
layer, and the Latent Space is after the text encoder. The
Vocabulary Space refers to the discrete representation space
of words (Devlin et al. 2018). As shown in Tab. 5, applying
supervision in the vocabulary space leads to better perfor-
mance across all shot settings. In fact, discrete vocabulary
space is inherently more structured than continuous feature
space. Guiding the optimization of prompts in discrete space
reduces ambiguity and simplifies the learning process,
which further makes the task of distinguishing between
different categories more straightforward. Therefore, we
suggest that incorporating discrete vocabulary space to
guide prompt learning is more effective.

Different Structures of Bonder. There are several
choices for the Bonder structure. We evaluate the Self-
Attention module, Cross-Attention module, and Meta-Net.
The Meta-Net is adopted in CoCoOp (Zhou et al. 2022a),
which denotes a two-layer bottleneck structure (Linear-
ReLU-Linear). As shown in Tab. 6, the Cross-Attention
consistently outperforms the others. This is attributed to
its ability to aggregate information from different sources,
enabling an effective incorporation of visual cues.

Further Analysis
Generalization to different Text Encoders. We assess the
generalizability of TGP-T to different text encoders. As
shown in Tab. 7, the CLIP’s text encoder achieves the best
performance with 1 shot. When the training shots increase,
the FLAN-T5Base delivers superior performance. Above all,

Bonder Design Number of Shots

1 2 4 8 16

Meta-Net 67.34 69.78 69.74 70.59 72.67
Self-Attention 68.82 69.60 69.72 71.28 72.48

Cross-Attention (TGP-T) 69.32 70.12 70.58 72.07 73.48

Table 6: Different Structures of Bonder. Results are reported
on the most representative ImageNet dataset.

Method Text Encoder Number of Shots

1 2 4 8 16

TGP-T BERTBase 68.99 70.13 70.80 72.15 73.55
TGP-T FLAN-T5Base 68.45 69.64 70.84 72.30 73.67
TGP-T CLIP-Text 69.32 70.12 70.58 72.07 73.48

Table 7: Generalization to different Text Encoders. Results
are reported on the most representative ImageNet.

Bonder Depth Number of Shots

1 2 4 8 16

×1 69.32 70.12 70.58 72.07 73.48
×2 69.30 69.76 70.66 72.23 73.29
×4 69.12 70.04 70.73 71.71 73.23
×8 69.13 69.61 69.96 71.46 72.91

Table 8: Effects of Bonder Depth. Results are reported on
the most representative ImageNet dataset.

different text encoders achieve competitive results, while
slightly scaling up to FLAN-T5Base, our method achieves an
improvement accordingly, demonstrating the adaptability of
the TGP-T to different text encoders.

Effects of Bonder Depth. We evaluate the influence
of the depth of Bonder. As shown in Tab. 8, a depth of 1
yields the most robust results across 1, 2, and 16 shots,
while a deeper bonder brings improvements with 4 and
8 shots. Interestingly, a depth of 8 underperforms across
all shot settings, suggesting that an overly deep bonder
leads to overfitting or optimization difficulties. Therefore,
we suggest that a depth of 1 is a better trade-off between
performance and efficiency.

Conclusions
In this work, we propose TGP-T, an efficient prompt tuning
framework for adapting VLMs with significantly lower re-
source demand. We introduce compound text supervision to
guide the optimization of prompts. Through a Bonder struc-
ture, we align the generated prompts with visual features. As
a result, we only need two prompt inputs to text encoder to
produce state-of-the-art performance on 11 datasets for few-
shot classification. Future works could explore more diverse
forms and task-adaptive text supervision to further improve
the effectiveness of text supervision in prompt tuning.
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