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Abstract

Face anti-spoofing plays a vital role in face recognition
systems. Most deep learning-based methods directly use
2D images assisted with temporal information (i.e., mo-
tion, rPPG) or pseudo-3D information (i.e., Depth). The
main drawback of the mentioned methods is that another
extra network is needed to generate the depth/rPPG in-
formation to assist the backbone network for face anti-
spoofing. Different from these methods, we propose a novel
method named 3D Point Cloud Network (3DPC-Net). It
is an encoder-decoder network that can predict the 3DPC
maps to discriminate live faces from spoofing ones. The
main traits of the proposed method are: 1) It is the first time
that 3DPC is used for face anti-spoofing; 2) 3DPC-Net is
simple and effective and it only relies on 3DPC supervision.
Extensive experiments on four databases (i.e., Oulu-NPU,
SiW, CASIA-FASD, Replay Attack) have demonstrated that
the 3DPC-Net is comparative to the state-of-the-art meth-
ods.

1. Introduction

Face recognition system is widely used in daily life,
such as mobile payment, face unlocking and access con-
trol systems [29]. However, it is vulnerable to be attacked
from printed face(i.e., print attack) [38, 37], replaying a
face image or video on a digital device(i.e., replay at-
tack) [10, 8, 23], or wearing a 3D or silicone masks (i.e.,
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Figure 1. In our work, the point clouds of live faces have the 3D
structure information while the point clouds of spoof face are fall
into the same plane. Here, the value of Z axis for spoof faces is
simply set zero. This work designs a simple but effective encoder-
decoder network (3DPC-Net), using only 3D point cloud (3DPC)
as supervisory information.

3D attack) [13]. Therefore, face anti-spoofing is an essen-
tial prerequisite for the security of face recognition systems.

In early works, texture-based approaches [6, 12, 26] are
proposed by using handcrafted features. Recently, deep
learning-based methods [33, 15, 24] usually adopt binary
cross-entropy loss as supervision directly for face anti-
spoofing. However, these methods easy to learn the un-
faithful cues, such as screen bezel, instead of the nature
spoofing patterns (e.g., skin detail loss, color distortion,
moiré patterns and spoof artifacts). Inspired by this, some
recent works leverage auxiliary information instead of bi-
nary softmax loss as supervision. For example, the depth
map [2, 23, 36, 32, 28] is often used as auxiliary supervision



information to improve the accuracy of presentation attack
detection (PDA). However, the depth map reconstructed us-
ing PRNet [14] or 3DDFA [39] is essentially a kind of
pseudo-3D information that does not contain structural fea-
tures. Furthermore, the design of the face anti-spoofing
model tends to be complicated. They need to use additional
branches to assist binary supervision to improve the gener-
alization performance of the model. And they are accom-
panied by multiple loss functions and high computational
complexity. In practical applications, it would consider the
trade-off between the relative high performances and a few
floating point of operations (FLOPs) or few parameters.

To address these issues, 3D point cloud (3DPC) is the
first time used as the supervision information, which can
make full use of the spatial differences between live and
spoof faces. As shown in Figure 1, the point cloud of
live faces have the 3D structure information while the point
cloud of spoof faces are fall into the same plane. Here, the
value of Z axis for spoof faces is set zero. Besides, a simple
but effective encoder-decoder network, namely 3DPC-Net,
is proposed to reconstruct the face 3D point clouds. The
encoder learns a potential shape feature vector, and the de-
coder learns a 3DPC map. 3DPC-Net only relies on 3DPC
supervision with Chamfer loss and its FLOPs is about 26
times smaller than the original Auxiliary [23] (Depth). To
validate the effectiveness of the proposed method, we de-
sign sufficient experiments in two aspects: intra-database
testing and inter-database testing. For intra testing, we
use OULU-NPU [8] and SiW [23] for fair comparisons
with other state-of-the-art methods. CASIA-MFSD [38],
Replay-Attack [10], OULU-NPU and SiW are used for
inter-database testing.

The main contributions of this paper include:

• 3D point cloud (3DPC) is the first time used as super-
vision information for face anti-spoofing. It can make
full use of the 3D structural differences between live
and spoof faces.

• A simple and effective encoder-decoder network
(3DPC-Net) is proposed, which uses chamfer loss and
only relies on 3DPC supervision.

• Our proposed method achieves comparative perfor-
mances in term of ACER, HTER, and FLOPs.

2. Related Works
In this section, we mainly review some recent advances

related to the face anti-spoofing from two aspects: 2D-based
methods and 3D-based methods.

2.1. 2D-based Methods

Binary Supervision Methods. Since face anti-spoof is
essentially a binary classification problem, most of pre-

vious methods use binary supervision to learn the differ-
ence between live and spoof faces. Traditional face anti-
spoofing methods rely on hand-crafted descriptors to extract
static features, such as LBP [12], SIFT [26], SURF [7],
HOG [21, 34], DOG [30] and traditional classifiers such
as SVM. Because hand-crafted descriptors are easily af-
fected by environmental conditions such as camera de-
vices, lighting conditions and presentation attack instru-
ments (PAIs), traditional methods usually generalize poorly.
With the help of hardware advancement and data abun-
dance, deep learning networks have made great progress. In
these works [22, 24, 25], deep learning networks are used
to extract pixel-wise features and fine-tune from pretrained
model. However, these face anti-spoofing methods as bi-
nary supervision problem with softmax loss might find ar-
bitrary cues, such as screen bezel, instead of the faithful
spoof patterns.
Depth Supervision Methods. Whether in a single-domain
or cross-domain approach, depth maps are often used to as-
sist the backbone network, which proves that depth infor-
mation is effective as auxiliary supervision. In work [2],
the depth map of a face is the first time utilized as an auxil-
iary information. They are based on two-streams CNNs,
extracting features from local patches and holistic depth
maps, respectively. In another work [23], the author pro-
poses a method by combining spatial and temporal features
from depth maps and rPPG signals. In the last two years,
works [36, 32] utilize depth maps with contrastive depth
loss to offer extra-strong supervision. The work [28] aim
to learn invariant features between different domains with
depth supervision. However, the reconstructed depth map
is essentially a kind of pseudo-3D information that does not
contain abundant 3D spatial features, and it inevitably cause
the performance drop.

2.2. 3D-based Methods

In face anti-spoofing, a 3D virtual synthesis method [18]
is used to synthesize virtual spoof faces with bending and
out-of-plane rotation by rendering the transformed mesh in
3D space. However, the direct mesh representation is costly
in terms of memory and is usually limited to lower resolu-
tions. In addition, the synthesized images from the virtual
3D space do not have real image information, and it still
has unfaithful cues. In addition, 3D point clouds are widely
used in computer vision tasks, such as object recognition,
segmentation and 3D reconstruction. Several representative
works such as PointNet [9] utilizes deep learning networks
to focus on the overall features of a point cloud for the first
time, PointNet++ [27] pays more attention to the local fea-
tures and DGCNN [31] adopts dynamic graph convolution
to enhance the performance of classification and segmen-
tation tasks. AtlasNet [17] generate fine 3D point clouds
by inputting 2D images or coarse 3D point clouds. These



works represent the superiority of 3D point clouds for clas-
sification tasks and the implementability of generating point
cloud maps from images.

3. The Proposed Method

Figure 2 shows the pipeline of our proposed method.
It includes two parts: pre-processing and the 3DPC-Net.
In the pre-processing stage, we introduce the ground truth
(3DPC) generation and the 3DPC processing. Then, the
processed 3DPC is used as the label of 3DPC-Net.

3.1. Pre-processing

3.1.1 3D Point Cloud Generation

In this paper, we adopt the 3DDFA [39] method to generate
the original facial 3DPC labels. As shown in p0 of Figure 2,
the number of reconstructed facial point clouds has 53,215
points. We assume that the live faces has the 3D spatial
information while the spoof faces is a plane (as shown in
the second row of Figure 1, the coordinates of Z axis are
equal to zero) for the samples from 2D print or video-replay
attacks.

3.1.2 Random sampling

Owing to the limitation of hardware configuration, it is hard
to used the dense point clouds. Therefore, it is necessary to
sample points from the dense point clouds. Specifically, we
first randomly sample 10,000 points from the 53,215 points.
Then, in the data loading before model training and testing,
the 3DPC labels is randomly sampled from 10,000 points
to 2,500 points online, which ensure the diversity of label
features.

3.1.3 Normalization

The 3DPC after random sampling is not normalized, which
could lead to slower convergence speed and lower accuracy.
P (x, y, z) is used to represent the original coordinates with
2,500 points.

First, we calculate the maximum distance d of the X, Y,
Z axes, d can be formulated as

d = max{lx − sx, ly − sy, lz − sz}, (1)

where l and s are the extreme value of each coordinate axis.
For example, lx is the maximum value and sx is the mini-
mum value of the X axis.

Second, we get the medium coordinate pm(x, y, z) of the
X, Y, Z axes, pm(x, y, z) can be formulated as

pm(x, y, z) = (
lx + sx

2
,
ly + sy

2
,
lz + sz

2
). (2)

Finally, we normalize 3DPC by mapping the original
points to the unit sphere[0, 1]2, the normalized 3DPC co-
ordinates can be obtained by

Pn(x, y, z) =
P (x, y, z)− pm(x, y, z)

2d
+

1

2
. (3)

3.1.4 Uniform cropping

Generally, the 2D images correspond 0,1 labels. We only
need to pre-process 2D images and we can choose a variety
of data enhancement methods (e.g., rotation, clipping, affine
transformation, shading transformation). However, when
the label is the 3DPC, we need to pre-process input image
and 3DPC consistently. In the whole training and testing
process, we only adopt rotation and cropping without other
additional data enhancement tricks.

To crop the input image and 3DPC label consistently,
the cropped point cloud coordinates are represented as
Pc(x, y, z). The extreme values of Pc(x, y, z) on the X axis
can be represented as

sxcrop
= sx + (rx/iw · dx), (4)

lxcrop
= lx + ((rx + tw)/iw · dx), (5)

where rx is a random integer from 0 to iw − tw, iw, tw
are width of input image and target image, respectively. dx
represents maximum distance on X axis. Similarly, we can
also get the Y axis extreme value(sycrop , lycrop).

The cropped point clouds can be obtained by

Pc(x, y, z) = P (x
′
, y
′
, z
′
),

where,

{
sxcrop

< x
′
< lxcrop

sycrop < y
′
< lycrop

(6)

For rotation, we ensure the input images and 3DPC la-
bels have the same rotation angle. The 3DPC only rotate
on the Z axis. The rotation coordinates Pr(x, y, z) can be
represented as

Pr(x, y, z) = P (x, y, z) ·

 cosθ −sinθ 0
sinθ −cosθ 0
0 0 1

. (7)

3.2. 3DPC-Net

3.2.1 Architecture

Our goal is, given an RGB face image, to generate a point
cloud with the 3D facial structural features, or an approxi-
mate plane with the facial shape. The details of the 3DPC-
Net are shown in Table 1. For auto-encoder, we use an en-
coder based on ResNet18 [19], which has proved its superi-
ority in recognition and classification tasks. The encoder



Figure 2. The overview of our proposed 3DPC-Net.

maps the input image to a potential shape feature vector
x of size 256. Let A be a point set sampled in the unit
square[0, 1]2 and S∗ a 3DPC label. Next, We concatenate
x with sampled point set pεA as input of the decoder. The
decoder contains two 1D convolutional layers of size 258,
129 with ReLU non-linearities on the first layer, and tanh
on the second output layer. The decoder with parameters θ
can generate a surface by learning to map points in R2 to
surface points in R3. We consider learnable parameteriza-
tion φθ and adopt Chamfer loss to minimize the difference
between the learned 3DPC map and the generated 3DPC
label,

L(θ) =
∑
pεA

min
qεS∗
|φθ(p;x)− q|2 +

∑
qεS∗

min
pεA
|φθ(p;x)− q|2.

(8)

3.2.2 Implementation Details

Our proposed method is implemented with the Pytorch
framework. In the training stage, models are trained with
Adam optimizer, and the initial learning rate and weight
decay are 1e-3 and 0, respectively. We train models with
maximum 300 epochs and adopt step learning rate strat-
egy, which decays every 5 training steps by a factor of 0.8.
The batch size is 256 on one GeForce RTX 2080ti GPU. In
the testing stage, we calculate the mean value of predicted
3DPC map as the final score.

4. Experiments

We evaluate the performance of 3DPC-Net from two as-
pects: OULU-NPU [8] and SiW [23] for intra-database test-
ing and CASIA-MFSD [38], Replay-Attack [10], SiW and
OULU-NPU for inter testing. We explore the influence of
different point numbers, loss function, supervision infor-
mation and fusion type. Performance evaluations on all
datasets were perforrmed for fair comparisons with other
state-of-the-art methods.

Table 1. Our 3DPC-Net network structure. The encoder network
is the same as Resnet18 [19]. The decoder network consists of
two 1D convolutional layers with outputs size of 129×2500 and
3×2500, respectively.

Layers Output Size 3DPC-Net
Input 3×224×224 (RGB Image)

Encoder

Conv1 112×112 7×7, 64

Conv2 x 56×56
[

3× 3, 64
3× 3, 64

]
× 2

Conv3 x 28×28
[

3× 3, 128
3× 3, 128

]
× 2

Conv4 x 14×14
[

3× 3, 256
3× 3, 256

]
× 2

Conv5 x 7×7
[

3× 3, 512
3× 3, 512

]
× 2

Avg Pooling
&FC 256

Decoder Conv6 129×2500 1×1, 129
Conv7 3×2500 1×1, 3

Output 3×2500 (3DPC Map)

4.1. Datasets and Metrics

OULU-NPU. This dataset contains 55 subjects with 4,950
live and spoof videos that are recorded using the front-
facing cameras of six different phones. The videos are
collected in three sessions with different acquisition con-
ditions. The spoof attacks are designed using two printers
and two replay attacks.
SiW. This dataset contains 165 subjects, and 8 live and up
to 20 spoof videos for each subject under 1080P HD reso-
lution. The live videos are collected in four sessions with
variations of distance, pose, illumination and expression.
Two mainly attacks are created using printing papers and
replay attacks.
CAISA-MFSD. This dataset is low-resolution datasets and
contains 50 subjects, and 12 videos for each subject that are
recorded under different resolutions and light conditions.
Three different attacks are collected: warp print, cut print
attacks and replay attacks.
Replay-Attack. This dataset is low-resolution datasets and



Table 2. The results of the different number of points on OULU-
NPU Protocol 1.

Number APCER(%) BPCER(%) ACER(%)
256 2.5 2.8 1.7
512 2.1 0.6 1.5
1024 2.5 0.8 1.7
2500 2.4 0.0 1.2

Table 3. The results of ablation study on OULU-NPU Protocol 1.
Module L1 L2 Lc Ls 3DPC ACER(%)
Model1 X 4.2
Model2 X X X 3.2
Model3 X X 1.9
Model4 X X 1.5
Model5 X X 1.2

contains 50 subjects with 1,300 videos. The videos are col-
lected under controlled and adverse conditions.

In OULU-NPU and SiW dataset, we use Average Clas-
sification Error Rate (ACER) [1], Attack Presentation Clas-
sification Error Rate (APCER) and Bona Fide Presentation
Classification Error Rate (BPCER) for intra-database. Half
Total Error Rate(HTER) is adopted in the inter-database
testing between CASIA-MFSD and Replay-Attack and
from SiW to OULU-NPU, which evaluates the mean of
False Rejection Rate (FRR) and the False Acceptance Rate
(FAR).

4.2. Ablation Study

We evaluate the performances of different number of
points, loss function and supervision information on the
protocol 1 of OULU-NPU. As shown in Table 3, L1, L2,
Lc, Ls represent L1, L2, Chamfer and Softmax loss, re-
spectively. Model 1 only has an architecture similar to the
encoder part in our method, except that it is extended with
additional softmax loss for binary supervision. Model 2
minimizes the Chamfer and Softmax loss with 3DPC and
binary supervision. Model 3 and Model 4 learn 3DPC maps
with L1 loss and L2 loss, respectively. Model 5 is our pro-
posed architecture.
Impact of the Number of Points. We experiments with
different numbers of points. As can be seen from Table 2,
when the number of points is equal to 256, 512, 2014 and
2500, the ACER is 1.7%, 1.5%, 1.7% and 1.2%, respec-
tively. When the number of points is 2500, ACER is the
lowest. Due to the limitation of computing performance,
we do not conduct more experiments, and finally the num-
ber of training and testing output points is 2500.
Impact of Different Loss Function. We minimize the L1,
L2, and Chamfer loss between 3DPC maps and 3DPC la-
bels. It can be seen from Table 3 that Model 5 outperform
Model 3 and Model 4, which means that the Chamfer loss
can better increase the map difference between live faces
and spoof faces.

Table 4. The results of intra-database testing on four protocols of
Oulu-NPU.

Prot Method APCER(%) BPCER(%) ACER(%)

1

CPqD [4] 2.9 10.8 6.9
GRADIANT [4] 1.3 12.5 6.9

STASN [35] 1.2 2.5 1.9
Auxiliary [23] 1.6 1.6 1.6
FaceDs [20] 1.2 1.7 1.5

DeepPixBis [16] 0.8 0.0 0.4
3DPC-Net 2.3 0.0 1.2

2

MixedFASNet [20] 9.7 2.5 6.1
DeepPixBis [16] 11.4 0.6 6.0

FaceDs [20] 4.2 4.4 4.3
Auxiliary [23] 2.7 2.7 2.7

GRADIANT [4] 3.1 1.9 2.5
STASN [35] 4.2 0.3 2.2
3DPC-Net 3.1 2.8 3.0

3

DeepPixBis [16] 11.7± 19.6 10.6± 14.1 11.1 ± 9.4
MixedFASNet [20] 5.3±6.7 7.8±5.5 6.5±4.6

GRADIANT [4] 2.6±3.9 5.0±5.3 3.8±2.4
FaceDs [20] 4.0±1.8 3.8±1.2 3.6±1.6

Auxiliary [23] 2.7±1.3 3.1±1.7 2.9±1.5
STASN [35] 4.7±3.9 0.9±1.2 2.8±1.6
3DPC-Net 2.8±2.1 2.8±1.5 2.8±0.5

4

DeepPixBis [16] 36.7± 29.7 13.3±14.1 25.0±12.7
Massy HNU [4] 35.8±35.3 8.3±4.1 22.1±17.6
GRADIANT [4] 5.0±4.5 15.0± 7.1 10.0± 5.0
Auxiliary [23] 9.3± 5.6 10.4±6.0 9.5±6.0
STASN [35] 6.7±10.6 8.3±8.4 7.5±4.7
FaceDs [20] 1.2±6.3 6.1±5.1 5.6±5.7
3DPC-Net 2.1±9.2 5.0±16.7 3.5±5.4

Table 5. The results of intra-database testing on three protocols of
SiW.

Prot Method APCER(%) BPCER(%) ACER(%)

1
Auxiliary [23] 3.58 3.58 3.58
STASN [35] - - 1.00
3DPC-Net 0.69 0.92 0.80

2
Auxiliary [23] 0.57±0.69 0.57±0.69 0.57±0.69
STASN [35] - - 0.28±0.05
3DPC-Net 0.46±0.28 0.43±0.06 0.45±0.14

3
STASN [35] - - 12.10±1.50

Auxiliary [23] 8.31± 3.81 8.31 ± 3.80 8.31 ± 3.81
3DPC-Net 7.50± 38.81 7.85 ±38.13 7.68 ± 38.50

Impact of Different Supervision. As shown in Table 3,
we can see that Model 5 is lowest ACER compared with
Model 1 and Model 2. For Model 2, the loss is equal to α
times Chamfer loss plus β times Softmax loss. In Table 3,
α is 0.9 and β is 0.1. Furthermore, we also conducted cor-
responding experiments on α equal to 0.7, 0.5, 0.3, and β
equal to 0.3, 0.5, 0.7, and obtain results with ACER of 3.7,
3.1 and 7.1, respectively.

4.3. Intra-database Testing

OULU-NPU and SiW datasets are used for intra-
database testing. We follow the four protocols on OULU-
NPU and three protocols on SiW for evaluation and report
their APCER, BPCER, and ACER.

Results on Oulu-NPU. Table 4 shows the comparisons



(a) (b)

Figure 3. (a) The 3DPC maps estimation on OULU-NPU protocol 1 testing subjects. The first two columns are the live faces and their
corresponding 3DPC maps, the rest eight columns are four different types of spoof (print1, print2, replay1, replay2) and their corresponding
3DPC maps. (b) Four failed samples on OULU-NPU protocol 1.

Table 6. The results of inter-database testing between CASIA-
MFSD and Replay-Attack. The evaluation metric is HTER(%).

Method Train Test Train Test
CASIA-
MFSD

Replay-
Attack

CASIA-
MFSD

Replay-
Attack

Motion [12] 50.2 47.9
LBP-1 [12] 55.9 57.6

LBP-TOP [12] 49.7 60.6
Motion-Mag [3] 50.1 47.0

Spectral cubes [11] 34.4 50.0
LBP-2 [5] 47.0 39.6

Color Texture [6] 30.3 37.7
CNN [33] 34.4 50.0

STASN [35] 31.5 30.9
Auxiliary [23] 27.6 28.4
FaceDs [20] 28.5 41.1
3DPC-Net 23.4 25.7

Table 7. The results of inter-database testing from SiW to OULU-
NPU dataset.

Prot. Method ACER(%)

1 Auxiliary [23] 10.0
3DPC-Net 5.5

2 Auxiliary [23] 14.1
3DPC-Net 5.4

3 Auxiliary [23] 13.8±5.7
3DPC-Net 15.2±3.6

4 Auxiliary [23] 10.0±8.8
3DPC-Net 5.6±9.8

Table 8. The efficiency comparison about different model.
Method Param(Mb) FLOPs(G) Memory(Mb)

Auxiliary(Depth) [23] 2.20 47.41 504.98
3DPC-Net 11.34 1.82 29.43

of our proposed 3DPC-Net with state-of-the-art methods.
We can see that the proposed method has excellent results
on all four protocols (1.6%, 3.3%, 2.8%, 3.5% ACER, re-
spectively). Our method achieves the lowest mean of ACER
on protocols 3 and 4. These indicate that 3DPC-Net per-
forms well at generalization on (a) unseen environmental
conditions, (b) unseen print and video-replay attack medi-
ums, (c) unseen input camera variations.
Results on SiW. As show in Table 5, our proposed 3DPC-
Net compared with Auxiliary [23] and STASN [35] on SiW
dataset. We can see that 3DPC-Net has the lowest mean

Figure 4. Visualization of images and 3DPC maps at different ro-
tation angles.

Figure 5. Gaussian distribution corresponding to different maps of
the first row in Figure 3 (a).

ACER in protocol 1 and protocol 3. Because ACER is
13.88% in the first sub-protocol of protocol 3 and 1.47% in
the second sub-protocol, the result of protocol 3 has a large
standard deviation. Overall, 3DPC-Net has good general-
ization capabilities and can be used for attacks with changes
in facial pose and expressions, spoofing media, and attack
presentation types.

4.4. Inter-database Testing

To demonstrate generalization of our model, CASIA-
MFSD, Replay-Attack, SiW and OULU-NPU datasets are
used for inter-database testing.



Results on CASIA-MFSD and Replay-Attack. We con-
duct experiments on two protocols. The first protocol called
C2R is trained on CASIA-MFSD and tested on Replay-
Attack. The second protocol called R2C is trained on
Replay-Attack and tested on CASIA-MFSD. It can be seen
from Table 6 that the HTER of our proposed 3DPC-Net is
23.4% on C2R and 25.7% on R2C, which outperform the
previous state-of-the-art methods.
Results from SiW to OULU-NPU. Table 7 shows inter-
database testing results trained on SiW and tested on
OULU-NPU. We can see that our method surpasses Auxil-
iary [23] on three protocols (decrease 4.5%, 8.7%, and 4.6%
on protocol 1, protocol 2 and protocol 4, respectively). Our
ACER on protocol 3 is slightly worse, and it may also be
a good idea to combine our method with temporal informa-
tion.

4.5. Effective Analysis

An excellent model should be a trade-off between the
relatively high performances and a few floating point of op-
erations (FLOPs) or few parameters. As shown in Table 8,
we compare the parameters, FLOPs and memory of 3DPC-
Net with Auxiliary (Depth) [23]. The Auxiliary (Depth)
uses only the depth map as the label and uses the original
input image of size 3×256×256. As can be seen in Table 8,
the auxiliary (depth) parameters are the least. 3DPC-Net
has 1.82G FLOP and 29.42Mb memory, which are about
26 and 17 times smaller than the Auxiliary (Depth), respec-
tively.

4.6. Visualization

For visualize our experiments, we adopt the results of
OULU-NPU protocol 1 to show 3D structure information
and Gaussian distribution of the mapped features through
different colors. Examples of successful in estimating
3DPC maps on protocol 1 of OULU-NPU are shown in Fig-
ure 3 (a). The first two columns are the live faces and their
corresponding 3DPC maps. The rest eight columns are four
different types of spoof (print1, print2, replay1, replay2)
and their corresponding 3DPC maps. Figure 4 shows 3DPC
map with different rotation angles. We noticed that live face
map has sufficient 3D information, but the spoof face map
is similar to a plane. Figure 5 shows five Gauss distributions
of live and different spoof maps. We can see that the 3DPC
map of the live face has a larger Z-axis value, average value
and standard deviation as a whole, and the 3DPC map of
the spoof face is the opposite. Figure 3 (b) shows exam-
ples of failure (from left to right are print1, print2, replay1,
replay2). We identify 13 failure cases (1.2% ACER). Since
all live faces are correctly classified, all cases are from spoof
faces.

5. Conclusions and Future work
In this paper, 3D point cloud (3DPC) is the first time

used as the supervision information for face anti-spoofing.
We also propose a simple but effective encoder-decoder net-
work (3DPC-Net) that only relies on 3DPC supervision.
Extensive experiments are conducted to verify the perfor-
mance of our proposed 3DPC-Net. Further directions in-
clude: 1) using 3DPC to explore lighter and practical mod-
els for deployment in mobile devices; 2) considering the
temporal information used in our proposed method.
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