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Abstract—Most face verification systems verify a person’s iden-
tity by comparing the ID document with the live face (also called
spot face). More specifically, the spot face can be regarded as the
probe image and the face in ID document can be regard as the
reference image. The identity verification is then conducted by
calculating the similarity of the two images. This problem is called
ID vs. Spot (IvS) face recognition. IvS face recognition is differ-
ent from general face recognition, where the IvS face datasets
usually contain a very large number of identities (up to millions
and more) with only two images per identity. We adopt a met-
ric learning way rather than a classification-based way to train
the network on IvS datasets, aiming to avoid tremendous pres-
sure on GPU resource. In this work, we improve the performance
mainly from two aspects, namely extending the selecting space to
select very hard samples and increasing the diversity of selected
samples. For the former, we propose a Super Batch (S-Batch)
by aggregating many traditional batches together, in which each
anchor sample can select the hard sample pairs from a very
large batch. Moreover, we employ a Cross-Batch Hard Example
Mining (CBHEM) to select hard samples from not only current
batch but also historical batches. For the latter, we propose a
Various Batch Sizes (VBS) in our S-Batch, which selects hard
samples of different batch scales for training.Extensive experi-
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ments demonstrate the effectiveness of our method on IvS face
recognition.

Index Terms—Deep learning, hard example mining, IvS face
recognition.

I. INTRODUCTION

IDENTITY verification, which aims to verify a person’s
identity whether matches the one that is supposed to be,

has wide range of applications in our daily lives, e.g., access
control, international border control and financial security. In
many real world applications, the identity verification is usu-
ally achieved by matching ID document photo to the holder’s
live face photo (called as selfie1 or spot face) as shown in
Fig 1. For example, the face authentication system in Chinese
railway station checks the identity by matching ID photos and
live faces. Similar authentication systems also can be found
in ePassport gates, ID card gates and so on. Following the
work [2], the live face photo is also called spot face, and
this kind of verification is called as ID vs. Spot (IvS) face
recognition [2].

Owing to the rapid development of deep learning [3], [4],
recent years has witnessed the great success of face recogni-
tion in network constructing [5], [6], algorithm designing [7],
[8], [9], [10], face data collection [11], [12], [13]. However,
the IvS face recognition is largely different from the gen-
eral face recognition and still encounters enormous challenges.
Generally, there are mainly three differences between the IvS
face recognition and the general face recognition:
• Large Data Bias: The images for general face recognition

are usually collected from the scene in the wild, showing
a good quality with high resolution and clear lighting.
For IvS dataset, ID faces are captured from constrained
environments with small variations, while Spot faces are
captured by verification systems in unconstrained envi-
ronments, and usually show large variations in pose,
lighting, occlusions and so on. Besides, ID faces have low
resolution due to image compression in ID document.

• Heterogeneity: The pair of images (i.e., one ID face and
one Spot face) are captured from different environments
and show different characteristics. Such heterogeneity
further increases the difficulty of IvS face recognition.

• Data Structures: In general face recognition, face datasets
usually contain limited identities (less than 200,000) and

1Following the definition in the work [1], “selfies” refer to any self-captured
live face photos, including those from mobile phones and kiosks.
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Fig. 1. A simple illustration of IvS face recognition. The system takes two
photos as the input, with one photo from ID document and the other from a
live face. Then, the system judges whether the two input images come from
a same person or not.

Fig. 2. ‘Comparisons of using different training settings. ‘w/o finetuning’
means the model only trained on MS-Celeb-1M dataset. Besides this, all other
settings are first pretrained on MS-Celeb-1M dataset and then finetuned on the
IvS dataset. ‘w/o mining’ means training without using hard example mining
in Triplet loss. ‘Tri + BHEM’ means training with Triplet loss and Batch
Hard Example Mining (BHEM), and ‘bs’ indicates the batch size.

each identity contains adequate images. For IvS face
recognition, the face data is usually collected by prac-
tical system (like railway station), where a very large
number of identities (up to millions and more) are
available but only two images (an ID face and a live
face) per identity are accessible.

Due to the first two differences between the IvS and gen-
eral face recognition, namely the data bias and heterogeneity,
directly applying the face model of general face recognition
(i.e., the model is trained on general face datasets, like MS-
Celeb-1M) to the IvS face recognition results into the poor
performance, which is reflected from Fig. 2 (see the setting of
‘w/o finetuning’). Therefore, a new training scheme is urgently
needed for IvS face recognition. However, due to the distinc-
tive data structure of the IvS dataset, training a face model
on the IvS dataset is not an easy thing. On one hand, cur-
rent methods for general face recognition are mainly based
on classification, which are inapplicable for the IvS dataset
of containing massive where a huge number of parameters
in the classification layer are created. For example, for a soft-
max layer with 2 million prototypes, about 8GB GPU memory
is needed to only save their values and derivatives. Besides,
at least tens of GPU memory are needed to conduct matrix

operation. Certainly, such a large demand on GPU memory is
infeasible for most computing devices. On the other hand, each
identity only has insufficient images (one ID face and One spot
face), where the intra-variations will be hardly learned and the
derived feature space would not be discriminative enough in
the test stage as clarified in [2]. For facing massive identities,
the metric learning is a feasible scheme where the classifi-
cation layer can be removed and numerous parameters are
avoided. For each identity containing insufficient images (in
particular two images for each identity), it is rarely involved
in current studies.

In this paper, our goal is to seek an effective training scheme
for the IvS face recognition, in which the dataset contains mas-
sive identities but each identity contains inadequate images.
As we have mentioned above, we train the model follow-
ing a metric learning manner. Specifically, we follow previous
works [14], [15], [16] to adopt the classic Triplet loss [15] as
the loss function due to its effectiveness for face recognition.
Considering the training difficulty caused by the insufficient
images of each identity, we follow previous works [1], [2],
[17] to adopt a general-to-specific scheme where the model is
first pretrained on a general face dataset like MS-Celeb-1M
to obtain a good weight initialization and then adapted to the
specific domain of IvS face recognition. One useful training
strategy in metric learning is hard example mining [18], [19],
e.g., Batch Hard Example Mining (BHEM) [19], in which
the hard and useful sample pairs are employed for training
while the easy and useless sample pairs are discarded. We
also take some experiments with Triplet loss and BHEM as
shown in Fig. 2. From experimental results, we find that the
hard example mining really helps to capture effective fea-
tures and employing a larger batch size can achieve the better
performance. In BHEM, each sample is paired with a hard-
est positive and negative samples (with smallest and largest
distances, respectively) within a batch to form a hard triplet,
and therefore, using a larger batch size indicates harder sam-
ple pairs can be selected where more samples in the selecting
space can be chosen from. However, BHEM selects hard sam-
ple pairs only from the current batch, but the batch size still
can not be set too large due to the limited GPU memory size
(e.g., only 11 GB for GTX 2080Ti), which limits the selecting
scope for each sample.

Inspired by above observations, one reliable way to improve
the performance is to extend the selecting space and select
very hard samples for training. To achieve this, we formu-
late two training strategies, namely Super Batch (S-Batch) and
Cross-Batch Hard Example Mining (CBHEM) [20], [21]. For
S-Batch, it aims to aggregate many traditional batches together
to form a larger batch. It consists of two steps. In the first step,
the samples of K batches are fed to the network and all fea-
tures are recorded by a memory bank. On the basis of this,
all the samples of adjacent K batches are visible to each sam-
ple and the hard samples across K batches can be found out
and recorded. In the second step, we calculate the loss accord-
ing to the above selected hard triplets batch by batch and use
the accumulated gradients of all batches to update the network.
Note that the loss function for each batch is carefully designed
to let it is equivalent to the loss of training with a real large
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batch size. For CBHEM, we consider historical features from
previous batches (or S-Batches )also can be used as a refer-
ence to select hard samples although the network are changing
throughout the training process. Specifically, we further use a
queue to collect the features of several previous batches, in
which each sample can select the hard sample from not only
the current batch but also previous batches. Moreover, setting
a large batch size will reduce the diversity of selected hard
triplets due to the dataset size is limited. Consider an extreme
example where we set the batch size as the dataset size, the
hardest negative sample for each anchor is often the same
image in the training process, where the diversity of select
hard triplets is reduced, which prevents the model from receiv-
ing effective training. To increase the diversity of select hard
triplets, we propose a Various Batch Sizes (VBS) in S-Batch,
which selects the hard triplets for each anchor at different
batch scales for training. Finally, we integrate the aforemen-
tioned components together to train a strong network for IvS
face recognition.

The main contributions can be summarized as follows:
• We propose a Super Batch (S-Batch) with a two for-

ward stages. It can virtually increase the batch size to a
very large number, with breaking through the limitation
of GPU memory.

• We propose a Various Batch Sizes (VBS) to increase the
diversity of select hard triplets.

• Extensive evaluations demonstrate the superiority of the
proposed method over several benchmark datasets includ-
ing Private-IvS, Public-IvS and LFW-BLUFR.

II. RELATED WORKS

General Face Recognition: In recent years, deep lean-
ing [3], [4], [22], [23], [24], [25] has achieved great suc-
cesses in face recognition [7], [8], [8], [13], [16], [26], [27],
[28], [29], [30], [31]. At the beginning, researchers usu-
ally regard face recognition as a classification problem, e.g.,
DeepFace [26] and DeepID [27]. After that, Sun et al. [27]
and Schroff et al. [15] learns face representations by using a
joint identification-verification supervision signal and Triplet
loss, respectively. Later, researchers find that loss func-
tion is very important to learn better feature representa-
tions and lots of loss functions are proposed, e.g., Center
loss [7], A-softmax (ShpereFace) [28], SphereFace+ [32],
AM-softmax [29] ArcFace [16], rotation consistent margin
(RCM) loss [33] , CurricularFace [9] and UniformFace [34].
Specifically, A-softmax, AM-softmax and ArcFace learn better
representations by adding angular or cosine margin con-
straints in the loss function, with leading to the start-of-
the-art performance. SphereFace+ [32] is proposed to apply
a minimum hyperspherical energy (MHE) to SphereFace,
which clearly improves the inter-class feature separability
and achieves considerable improvements. UniformFace [34]
is proposed to learn deep equidistributed representations,
which uniformly spreads the class centers on the manifold
and maximizes the minimum average interclass distances for
all the classes. Moreover, some works [35], [36] introduce
new training paradigms for face recognition. For example,
SphereFace-R unifies hyperspherical face recognition by a

general principle for a loss function to incorporate large angu-
lar margins, and SphereFace2 [36] builds a novel binary
classification framework rather than multi-class classifica-
tion framework for face recognition. There are also some
works improve the performance by adopting attention mech-
anism [37], [38], [39], better network architecture [40], [41]
and so on. For example, Wang et al. [38] propose a hier-
archical pyramid diverse attention (HPDA) network to learn
multi-scale diverse local representations automatically and
adaptively. Wu et al. [41] propose a light CNN framework to
learn a compact embedding on the large-scale face data. Some
researchers improve face recognition against face aging [42],
[43] or pose variations [44], [45]. For example, Hou et al. [42]
disentangle the face representations into identity-dependent
and age-dependent components for age-invariant face recog-
nition. Moreover, some researches are proposed to improve
the face recognition on noise data [6], [46], [47] or synthetic
data [48]. However, most of those works didn’t consider a
special case in face recognition, i.e., IvS face recognition,
where the training dataset contains massive identities but each
identity only contains two image samples. Therefore, most
methods proposed for general face recognition are usually not
suitable fo IvS face recognition due to limited GPU memory
and the difficulties of learning effective representations.

IvS Face Recognition: IvS face recognition is a special
case in face recognition. The datasets of IvS face recognition
usually contain a very large number of identities and each
identity only has two images. Therefore, those classification-
based methods in general face recognition (e.g., A-softmax,
AM-softmax and ArcFace) may hardly be implemented on
a single machine when training with a large number classes
(e.g., one million classes), where the classifier will occupy
a lot of GPU memory. To avoid posing tremendous pres-
sure on GPU resource, Zhu et al. [2] propose a dominant
prototype softmax (DP-softmax) to select a small number of
dominant classes from CPU to participate into the classifica-
tion each iteration. DP-softmax is still a classification-based
method. However, each identity only contains two images and
the learned feature space would not be discriminative enough
if classification method is adopted for training. Moreover, Shi
and Jain [1], [17] propose a DIAM-Softmax for IvS face
recognition with training on a small dataset with only 53,591
identities. However, DIAM-Softmax is also a classification-
based loss function, and it is hard to train the network with
limited GPU memory when encountering with a large number
of identities. IvS face recognition is a very important topic
in face recognition due to its many applications in real life.
However, the relevant research in this field is very few and lots
of challenges need to be solved urgently. Considering this, a
Super-Batch and a CBHEM are proposed for training IvS face
recognition with massive identities.

Deep Metric Learning: Deep metric learning [15], [20],
[49], [50], [51], [52], [53], [54], [55], [56], [57] optimizes the
deep feature space by calculating pairwise distances or simi-
larities, e.g., Contrastive loss [49], Triplet loss [15], quadruplet
loss [58], histogram loss [51]. For example, Triplet loss [15]
conducts the feature learning on a positive pair and a neg-
ative pair, and both of them are built on the same anchor
sample. Later, researchers propose new losses to more fully
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exploit pair-wise relations between samples in a mini-batch,
e.g., N-pair loss [52], Lifted Structure loss [50], Ranked List
loss [56], Multi-Similarity (MS) loss [55], proxy-based losses
[54], [57], [59]. For example, N-pair loss is proposed to asso-
ciate an anchor sample with a positive sample and multiple
negative samples, and Ranked List loss considers all posi-
tive and negative samples in a batch. However, considering
all samples equally is not optimal for metric learning because
some of those sample pairs (e.g., easy pairs) contribute very
little to the feature learning. Therefore, Multi-Similarity (MS)
loss [55] considers all pairs in a batch with assigning a weight
to each sample pair in the learning stage, where contributions
of useful pairs would be enhanced and contributions of use-
less pairs would be suppressed. Further, proxy-based losses
are proposed to reduce the training complexity by introducing
proxies, where each data point is only associated with proxies.
For example, Proxy Anchor Loss [57] associates all data with
each proxy by considering their relative hardness determined
by data-to-data relations. Besides designing objective func-
tions for deep metric learning, some improved architectures
[60], [61] are also proposed to learn better embeddings.

Moreover, the strategy of hard example mining
[18], [19], [62] is proposed to only select the most dif-
ficult sample pairs for training while dropping easy pairs.
Recently, some adaptive sampling strategies like Policy-
Adapted Sampling [63] and Smart Mining [18] are proposed
to adaptively select the most effective samples for training.
Some researchers also propose generation-based methods
[64], [65] to create synthetic samples, which act as hard
negatives to improve the discrimination ability of the model.
Hard example mining has been proved to be extraordinary
beneficial for many tasks, e.g., person re-identification [19]
and object detection [18]. However, previous works employ
the hard example mining to select hard examples only from
the current batch. As we know, the batch size is usually
restricted due to the limited GPU memory. In this way,
the scope of selecting hard pairs is only limited to the
current batch, and the selected pairs are still not informative
enough.

Contrastive Learning: Many contrastive learning methods
are constructed based on the task of instance discrimina-
tion [66], [67], [68], [69], [70], where the different views of
the same image are treated as positive pairs and different sam-
ples are treated as the negative pairs. In contrastive learning,
each sample needs to be compared with many other samples to
obtain promising performance. For example, Noise Contrastive
Estimation [66] and Momentum Contrast [67], [70] employ
a memory bank to collect more negative samples for com-
parison, and SimCLR [68] achieves this by using a large
batch size. Our work follows a similar idea to extend the
selecting space and select very hard sample pairs for train-
ing. However, many contrastive learning methods [67], [68],
[69], [70] require a lot of computing resources (128 TPU v3
cores are taken in SimCLR [68]), while our work mainly
study virtually increase the batch size with limited comput-
ing resources. Moreover, different from the contrastive loss
that takes all samples to calculate the loss, our method only
considers hard sample pairs and discards easy pairs.

III. THE PROPOSED METHOD

In this section, we first give a simple overview of the
proposed method. Then, we present the preliminaries of Triplet
loss and Batch Hard Example Mining (BHEM). Later, we
introduce two proposed algorithms in detail, namely Super-
Batch and Cross-Batch Hard Example Mining(CBHEM).

A. Overview

Although the dataset of IvS face recognition usually con-
tains a large amount of data, but each identity only contains
two images. If we train the network on IvS dataset from
scratch, the derived feature space would not be discriminative
enough in the test stage. Thus, a two stage training method
is employed for IvS face recognition. At first, the network is
trained on MS-Celeb-1M [71] with AM-softmax [29], which
helps the network to obtain a good initialization. Then, the
network is finetuned on IvS dataset with a metric learn-
ing loss, where the classification layer is removed and the
tremendous pressure on GPU resource is avoided. Considering
the effectiveness of Triplet loss [15] for face recognition,
it is adopted as the loss function in the metric learning
stage. In the following, we will introduce Triplet loss and
the proposed training strategies including S-Batch, VBS and
CBHEM.

B. Triplet Loss

Triplet loss is computed based on a series of triplets, where
each triplet consists of an anchor sample, a positive sample and
a negative sample. Given a triplet (xa, xap, xan) where xap, xan

indicate the positive and negative samples with respect to the
anchor sample xa, respectively. Formally, the triplet loss can
be calculated as:

Ltri
(
xa, xap, xan

) = [∥∥xa − xap
∥
∥

2 − ‖xa − xan‖2 + m
]
+ (1)

where [z]+ = max(z, 0) and m represents the margin hyperpa-
rameter. ‖x1 − x2‖2 indicates the Euclidean distance between
x1 and x2. Note that xa and xap must come from a same
identity but xa and xan come from different identities.

To make the training more effective, Batch Hrad Example
Mining (BHEM) is used to only select hard triplets for train-
ing while dropping easy pairs. Assume each batch contains N
samples, the Triplet loss with BHEM can be formulated as:

Lbatch = 1

N

N∑

a=1

Ltri

(
xa, xhard

ap , xhard
an

)
(2)

where xhard
ap and xhard

an indicate the hardest positive and neg-
ative samples from the current batch with maximum and
minimum distances respect to the anchor sample xa, respec-
tively. In this formulation, each sample would be set as the
anchor sample, and it only selects the hardest positive and
negative samples for training.

C. Training with Super Batch

The proposed Super Batch (S-Batch) aggregates many tra-
ditional batches together, and let it equivalent to train the
network with a very large batch size. An illustration of the
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Fig. 3. An illustration of training IvS face recognition with the proposed Super-Batch. The proposed S-Batch aims to aggregate multiple traditional small
batches to form a large batch. The proposed S-Batch is implemented in two steps. At first, the network extracts the features for all K traditional batches, and
find the hard sample pairs across all batches. Second, the network computes the loss for each batch, and aggregates gradients from all batches together to
update the network.

Algorithm 1: Training With S-Batch and VBS
Input: Training dataset D = {Ii, yi}; Feature extraction network

F(·;�); Learning rate η; The expansion times K in S-Batch;
Various batch sizes φ.

Output: Feature extraction network F(·;�).
1 Initialize network F(·;�);
2 while not convergence do
3 // step 1:
4 ∇� = 0, X̃bank = [ ], Ybank = [ ];
5 for k = 1; k ≤ K do
6 Sampling images I = [I1, · · · , IN ] and labels

Y = [y1, · · · , yN ];
7 Extract batch features X = F(I;�);
8 X̃ = detach(X), X̃bank = [X̃bank, X̃];
9 end

10 Selecting hard triplets Hindex based on X̃bank and Ybank according
to various batch sizes φ;

11 for k = 1; k ≤ K do
12 Sampling images I = [I1, · · · , IN ];
13 Extract batch features X = F(I;�);

14 Calculate Lφ
VBS according to Eq. (6) and Hindex;

15 ∇�← ∇�+ · ∂Lφ
VBS

∂�
;

16 end
17 Update �← �− η∇� with SGD;
18 end

proposed S-Batch is shown in Fig. 3 and the corresponding
algorithm is shown in Algorithm 1. Assume the dataset is
denoted as D = {Ii, yi}, where Ii and yi indicate the ith image
and its corresponding label. The proposed S-Batch strategy
can be divided into two steps. At first, we sample K batches
of data where K refers to the expansion times of S-Batch to
the traditional batch. We first let all samples forward pass
the network F(·;�) with � denoting the network parameters,
and collect all features and their labels to the memory bank
X̃bank and Y bank, respectively. Note all features in X̃bank are
detached from the computational graph with only numerical
values, which let them occupy a very little GPU memory.

In the second step, we mainly aim to calculate the loss
function and update the network. We first analyze the loss
function of training with a real large batch size K×N, which

can be formulated as:

Lbatch = 1

KN

KN∑

a=1

Ltri

(
xa, xhard

ap , xhard
an

)
(3)

where very hard triplets {xa, xhard
ap , xhard

an } can be captured from
the large batch set of K × N images. This loss function is
impossible to be implemented in practical training with limited
GPU memory. Let’s look at this problem from a different way.
As we have mentioned above, the features and labels for the
whole large batch have been collected. Thus, all the hardest
positive and negative samples for each anchor from a large
set can be founded out based on the collected information. In
other words, the hard triplets {xa, xhard

ap , xhard
an } can be selected

out based on X̃bank and Y bank. As we know, Triplet loss
is calculated based on triplets, but for each triplet, all three
samples will not appear in a same traditional batch. Thus,
we can divide the triplet loss into three parts, with each part
corresponding to a sample and calculated in a specific batch.
Thus, we can rewrite Eq. (3) as:

Lbatch = 1

KN

KN∑

a=1

(
Ltri

(
xa, x̃hard

ap , x̃hard
an

)
+ Ltri

(
x̃a, xhard

ap , x̃hard
an

)

+ Ltri

(
x̃a, x̃hard

ap , xhard
an

))
(4)

where x̃a, x̃hard
ap , x̃hard

an are the features in X̃bank, and no gradient
will be backpropagated along with those variables. Eq. (3)
and Eq. (4) are equivalent in network training because their
gradients on xa, xhard

ap and xhard
an are consistent. To let Eq. (4)

can be successfully applied to our S-Batch, we further rewrite
it as:

LK
s−batch =

1

K

K∑

k=1

LK,Bk
s−batch

LK,Bk
s−batch =

1

N

N∑

a=1

1Bk
xa

Ltri

(
xa, x̃hard

ap , x̃hard
an

)

+ 1Bk
xhard

ap
Ltri

(
x̃a, xhard

ap , x̃hard
an

)

+ 1Bk
xhard

an
Ltri

(
x̃a, x̃hard

ap , xhard
an

)
(5)
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where 1Bk
xa is an indicator function. 1Bk

xa = 1 if xa is contained
in the kth batch Bk; otherwise 1Bk

xa = 0. In this way, the whole
loss as shown in Eq. (5) can divided into K sub-losses with
each sub-loss LK,Bk

s−batch calculated for the data of each batch. To
the end, we train the network with virtually setting a very large
batch size by using S-Batch strategy, which helps the network
to capture more harder triplets from a very large image set.

Various Batch Sizes: Consider an extreme example, the
batch size is set to be equal with the dataset size. For each
anchor sample, it hardest negative sample is often the same
image, where the diversity of select hard triplets is reduced.
To trade off the difficulty and diversity of the selected triplets,
we propose a strategy named Various Batch Sizes (VBS) in
S-Batch, where the hard triplets of different batch sizes can
be selected for training concurrently. The corresponding loss
function can be written as:

Lφ
VBS =

∑

ϕ∈φ
Lϕ

s−batch (6)

where φ is a set of values indicating the different batch sizes.
In our experiments, the maximal ϕ in φ is usually set to equal
to the expansion times K in our S-Batch. For example, if we
set K = 10, we can use a VBS of φ = {1, 5, 10} for training.
For each anchor sample, three triplets will be selected from
the S-Batches with the batch size of 1×N, 5×N and 10×N,
respectively. For convenience, every ϕ traditional batches in
order would be regarded as a group to select the hard triplets
of batch scale ϕ. For example, for φ = {1, 5, 10}, batches
1, . . . , 5 would be regarded as a group and batches 6, . . . , 10
would be regarded as the other group to select hard triplets at
the scale ϕ = 5.

Indexing From a Table: We find out all hardest positive and
negative samples for each anchor sample across the whole S-
Batch based on X̃bank and Y bank. To improve the efficiency,
all indexes of those selected hard samples would be stored to
a table Hindex. In the loss calculating stage, the hard triplets
for each batch can be obtained by searching the index table
Hindex. In this way, repeated searches are avoided and thus the
efficiency can be improved.

D. Cross-Batch Hard Example Mining

According to previous works [20], [21], the historical fea-
tures also can be used as references for selecting hard sample
pairs for training. To achieve this, we use three queues, namely
QX, QI and QY, to collect the features, images and labels of
the historical iterations, respectively. More specifically, given
a batch (also could be a S-Batch) of images I and their labels
Y, we first employ the network F(·;�) to extract the corre-
sponding features X. Then, the loss will be calculated for this
batch to update the network. Please note that the loss is calcu-
lated according to Section III-B if taking the traditional batch,
or according to Section III-C if taking the S-Batch. Then, the
raw images I, the labels Y and the features X are collected by
the queues QX, QI and QY, respectively. We set the length of
queues as MN (MKN if S-Batch is taken), which indicates that
the nearby M batches of samples would be collected by those
queues, with the current iteration’s enqueued and the oldest

Fig. 4. An illustration of our CBHEM. In CBHEM, we collect features, labels
and images of past batches by queues QX, QY and QI. We then select cross-
batch hard triplets based on those queues. Finally, we take the raw images of
select hard triplets out, and input them to the network for training again.

iteration’s dequeued. Then, a further hard example mining can
be conducted based on QX and QI. In the mining stage, we
first take a comparison on all positive sample pairs, and only a
small proportion of most difficult positive pairs (with the maxi-
mum distances) will be selected out. The proportion is denoted
as r, and we set it as 0.2 in our experiments. Then, for each
pair of the selected positive pairs, we randomly select a sample
as the anchor sample, which is used to compare with all sam-
ples in QX, and select the hardest one as the negative sample
(with a minimum distance). Those hard triplets across differ-
ent iterations are denoted as cross-batch hard triplets, which
are further collected by using a queue Qhard

I . When the length
of the queue Qhard

I reaches or exceeds the batch size, the cor-
responding images in queue Qhard

I of the selected hard triplets
would be taken out and fed to the network for training again.
The loss for those selected hard triplets is calculated accord-
ing to Eq. (1). An illustration of the above training strategy is
shown in Fig. 4.

Note that there is no conflict between data collection and
network updating. For each batch of data, the loss calculation
is also conducted based on the extracted features to update the
network. Moreover, the proposed CBHEM also can be used
concurrently with S-Batch, which further expands the selecting
space to select more harder triplets for training. The network’s
discriminative capability also can be further enhanced.

IV. EXPERIMENTS

In this section, we first introduce datasets we have employed
in our experiments. Then, we conduct a parameter analysis to
select the best values for hyper-parameters, and conduct abla-
tion studies to analyze the contributions for each component.
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Finally, we compare the proposed method to prior arts and
make some deep analysis and discussions.

A. Datasets

All networks are first pretrained on MS-Celeb-1M, and then
finetuned on Private IvS Dataset or MegaFace-Bisample [2].
Then, the model is evaluated on Private-IvS Dataset, Public-
IvS dataset [2] and LFW-BLUFR [72], [73]. Since MS-Celeb-
1M is a well-known dataset in face recognition, we omit its
introduction here and we mainly introduce other datasets in
this section.

Private-IvS: The dataset is collected from practical face
verification systems. Each identity in this dataset has two
images, namely one ID photo and one spot photo. This
dataset is divided into four subsets, namely Private-IvS-
Train-L(large), Private-IvS-Train-S(mall), Private-IvS-Val and
Private-IvS-Test, with containing 2 million, 500,000, 5,000
and 5,000 identities, respectively. Note Private-IvS-Train-S is
a subset of Private-IvS-Train-L. All ID-Spot pairs in Private-
IvS-Val and Private-IvS-Test are employed for validation and
evaluation, respectively.

Public-IvS: This is a public dataset for IvS face recogni-
tion evaluation. The data are crawled from the internet, and
then manually cleaned. The dataset contains 5,507 images of
1,262 identities in total. The model is evaluated by all ID-spot
pairs of any two images during testing stage. Note that this
dataset is collected from the internet, and thus it contains some
noises of wrong annotations although this dataset is manually
cleaned.

Megaface-bisample and LFW-BLUFR: Following
Megaface-bisample protocol in the work [2], we also
train the model with the open MF2 dataset [74] and evaluate
it on LFW [72] with BLUFR protocol [73]. MF2 dataset
contains 657,559 identities in total, but only two samples are
randomly selected for each identity to mimic the bisample
data for training. More details about this protocol can be
founded in the work [2].

B. Settings and Metrics

All faces are detected and then aligned by five landmarks
(including two eyes, nose tip and two mouth corners). The
network takes the input of RGB image with the size of
120 × 120. Random flipping is employed for data augmen-
tation in the training stage. The network is trained based on
Pytorch by Stochastic Gradient Descent (SGD) optimizer with
a weight decay of 0.0005 and a momentum of 0.9. Following
the work [2], a 64-layer residual network is adopted as our
backbone. The learning rate starts from 0.01 and is reduced
by a factor of 10 along with the number of iterations increases.
The network is trained on three NVIDIA GTX 2080Ti GPUs
in parallel with a batch size of 240. The features extracted
based on the raw image and its flipped copy are concatenated
together as final face features. The ROC curve is employed as
the evaluating metric according to the work [2], and the pair
score is calculated based on cosine distance.

TABLE I
THE ANALYSIS OF K IN S-BATCH ON PRIVATE-IVS-VAL DATASET.

THE BEST RESULTS ARE HIGHLIGHTED

TABLE II
THE ANALYSIS OF φ IN S-BATCH ON PRIVATE-IVS-VAL DATASET.

THE BEST RESULTS ARE HIGHLIGHTED

C. Parameter Analysis

In this section, extensive experiments are conducted with
different parameter settings. ‘N/A’ denotes the network is only
trained by BHEM of Triplet loss. It is also taken as the baseline
for comparisons to show how much performance each setting
can be improved.

Expansion Times K in S-Batch: Experimental results with
various K are shown in Table I. Training with a large K
can achieve better performance, where harder triplets can be
selected for training. For example, the network achieves the
highest performance with K = 10. When further increasing
K from 10 to 40, the performance is reduced because of the
degeneration of variety in selected hard triplets where larger
K is employed. From the experimental results, we can see that
although larger K can help to capture harder sample pairs, too
large K does not necessarily lead to better performance. Using
a large K sacrifices the diversity of samples and also reduces
the training efficiency. Therefore, choosing an appropriate K
would contribute to ensuring its performance to optimize most.
Thus K is set to 10 in our following experiments.

Various Batch Sizes φ in S-Batch: Based on the above anal-
ysis (setting K = 10), we further conduct the experiments with
various φ settings, including {10}, {5, 10} and {1, 5, 10}. The
experimental results are shown in Table II. Employing various
batch sizes really improves the network’s discriminative capa-
bility by enhancing the variety of selected hard triplets. The
network reaches the highest performance with φ = {1, 5, 10},
which shows that the triplets would be selected from three
kinds of batch sizes in S-Batch, i.e., 1×N, 5×N and 10×N.
Intuitively, compared with using a single setting of S-Batch,
the selected triplets would be more abundant from various
difficulties. and this setting would be used in our following
experiments.

Crossed Batches M in CBHEM: Larger M can obtain a
larger selecting space for each anchor sample, and helps the
network to choose harder samples. However, if a very large
M is employed, the old features in the memory bank are
slightly effective and lots of computations will be brought
when selecting the cross-batch hard triples. To select the best
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Fig. 5. Examples of Private-IvS dataset. Each identity contains a spot image
and a ID image. The ID face is captured in a constrained environment (with
frontal face and clean background), while the spot face is captured in an
unconstrained environment (with large variations in head poses, illuminations,
backgrounds and so on).

value for M, we conduct the experiments with various set-
tings. As shown in Table III, only a very little performance
improvement can be achieved when setting a M greater than
10. using M = 10 can reach the highest accuracy at False
Positive Rate (FPR) = 1e-6. Although using M = 20 or 40
can achieve a little bit performance improvement at FPR=1e-5
and FPR=1e-4, lot of computations will be brought compared
with using M = 10 where it needs to compare with more fea-
tures to select hard sample pairs for each anchor. Thus, we
use M = 10 in the following experiments in consideration of
model’s efficiency.

D. Ablation Studies

In this section, ablation studies are conducted to analyze the
proposed components including S-Batch, VBS and CBHEM.
The network trained with Triplet loss and BHEM is employed
as the baseline method, and we denote it as ‘Tri’. The exper-
iments are evaluated on two sets, namely Private-IvS-Val and
Private-IvS-Test, and the experimental results are shown in
Fig. 6 (a) and (b), respectively. All components can steadily
improve the performance on both Private-IvS-Val and Private-
IvS-Test datasets, and the best performance can be achieved
when all components are employed (denoted as ‘Tri + S-
Batch(VBS)+CBHEM’). More specifically, both CBHEM and
S-Batch improve the true positive rate at FPR = 1e-6 by
about 2%, but the VBS strategy can further improve that
by about 5%. This shows that increasing the diversity of
selected triplets is very important and necessary to improve
the performance, especially employing a large batch size for
training. All those components are proposed to select effec-
tive triplets for training, by extending the selecting space or
increasing their diversity. The improvements demonstrate the
effectiveness of the proposed components.

E. Comparisons to Prior Arts

Results on Private-IvS-Test: The baseline method of Triplet
loss with BHEM is taken as the baseline (we denote it as
‘Tri’). Moreover, we also train the network with some pop-
ular metric learning losses, like Angular Loss [53], Lifted
structure [50], MS loss [55] and N-pair [52]. Besides, we
also take AM-softmax [29], ArcFace [16] and ElasticFace [75]

TABLE III
THE ANALYSIS OF M IN CBHEM ON PRIVATE-IVS-VAL DATASET.

THE TOP-2 RESULTS ARE HIGHLIGHTED

Fig. 6. The ablation studies on Private-IvS-Val (left) and Private-IvS-Test
(right) with training on Private-IvS-Train-S.

TABLE IV
THE COMPARISONS ON PRIVATE-IVS-TEST DATASET.

THE TOP-2 RESULTS ARE HIGHLIGHTED

for comparison. Those three methods are classification-based
methods, which are hardly trained on the IvS dataset with
massive identities. Therefore, we report their performance
of training on MS-Celeb-1M or Glint360K datasets. Due
to limited computing resources, those losses are trained on
Private-IvS-Train-S. As shown in Table IV and Fig. 7 (a),
our method outperforms all previous methods. For the base-
line method ‘Tri’, our method outperforms it by a large
margin, which clearly demonstrates the effectiveness of the
proposed components. For ‘Tri’ and our proposed method,
the network trained on Private-IvS-Train-L can achieve bet-
ter performance than that on Private-IvS-Train-S. This shows
using more training samples can boost the performance.
Whether training on Private-IvS-Train-S or Private-IvS-Train-
L, the proposed method outperforms the baseline method
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TABLE V
THE COMPARISONS ON PUBLIC-IVS DATASET.

THE TOP-2 RESULTS ARE HIGHLIGHTED

Fig. 7. Comparisons on (a) Private-IvS-Test and (b) Public-IvS datasets. All
models are trained with Private-IvS-Train-S.

by a large margin, which clearly demonstrates the effective-
ness of the proposed components. For example, our approach
improves performance by 13.46% and 11.38% when training
with Private-IvS-Train-S or Private-IvS-Train-L, respectively.
Note that Private-IvS-Train-L contains two million identities,
and those promising improvements show our method can deal
with the dataset with a very large number of classes very well.

Results on Public-IvS: The compared methods including
COTS-1 & COTS-2 [1], CenterFace [7], SphereFace [28],
DocFace+ [1] and LBL(DPS) [2]. Besides, we also imple-
ment Angular Loss [53], Lifted structure [50], MS loss [55]
and N-pair [52] for comparisons. As shown in Table V and
Fig. 7 (b), Compared with the baseline method, i.e., ‘Tri’,
the performance has been dramatically improved from 76.08%
to 95.62% on Private-IvS-Train-L, respectively. Our method
outperforms all compared works and achieves the state-of-
the-art performance with reaching a highest VR of 96.65% at
FPR = 1e-5. Compared with previous best method LBL(DPS),
our method improve the accuracy by 3.03%, 1.02% and 0.23%
at FPR = 1e-5, FPR = 1e-4 and FPR = 1e-3, respec-
tively. Those improvements are very considerable although
the percentages of performance improvement looks not large
because the compared method, i.e., LBL(DPS), has reached

TABLE VI
THE COMPARISONS ON LFW-BLUFR FOLLOWING THE

MEGAFACE-BISAMPLE. THE BEST RESULTS ARE HIGHLIGHTED

Fig. 8. Examples of False Accept and False Reject on Private-IvS-Test
datasets.

the accuracies of 93.62%, 97.21% and 98.83% at FPR = 1e-
5, FPR = 1e-4 and FPR = 1e-3, respectively. Moreover, our
method still can outperform all previous works with only using
500 thousand identities for training (i.e., Private-IvS-Train-S).

Results on LFW-BLUFR: We compare our method with
Lifted Struct [50], N-pairs [52] and LBL(DPS) [2]. The results
reported in the work [2] of Lifted Struct and N-pairs are taken
for comparisons. The comparisons are shown in Table VI. Our
proposed method achieves the best performance on FPR = 1e-
4 and FPR = 1e-3, with outperforming previous best results by
7.99% and 2.45%, respectively. The proposed method didn’t
achieve the best result at FPR = 1e-5 may be due to the TPR
at low FPR is usually unstable and it is easy to be affected by
noises.

F. Discussions

Visual Assessment: Generally, our model can perform well
for IvS face recognition except for some extreme cases. We
show some examples of False Accept and False Reject of
Private-IvS-Test and Public-IvS datasets in Fig. 8 and Fig. 9,
respectively. For Private-IvS-Test, failures mainly come from
extreme pose, poor illuminations, big age gap and so on. For
Public-IvS, it contains some noises because its images are col-
lected from the internet, and some failures come from wrong
annotations. Thus, besides the external factors mentioned
above, labeling noises also result to the ‘failures’.

Experiments With Classical Contrastive Loss: Triplet loss
and Contrastive loss are two loss functions that are often used
with hard example mining. Therefore, we employ Contrastive
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Fig. 9. Examples of False Accept and False Reject on Public-IvS datasets.
Note that this dataset is collected from the internet and contains noises of
wrong annotations. For example, for the first two rows of ‘False Accept’ part,
the two images in each pair come from a same identity but the dataset gives
different identity labels to them.

Fig. 10. (a) Experimental results with contrastive loss. (b) Comparisons of
the selecting space size.

loss to take some additional experiments, which further vali-
date the effectiveness of our proposed S-Batch and CBHEM.
As shown in Fig. 10 (a), both S-Batch and CBHEM can sig-
nificantly improve the performance when assembling them
with the Comparative loss. For example, the true positive
rate at FPR=1e-4 has been improved by more than 5% when
using S-Batch or CBHEM. The model achieves the highest
performance when both components are employed together,
where the true positive rate at FPR=1e-6 reaches to 85%. The
improvements further show the effectiveness of our methods,
and also show their good generalization ability.

Discussions With InfoNCE Loss: In contrastive learn-
ing [67], [70], InfoNCE [76] is usually adopted as the loss
function. In this section, we also compare the proposed method
with InfoNCE loss. According to previous works [67], [70], a
memory bank is also employed to collect additional samples
to achieve better performance We set the memory bank to
contain 2 batches of features, which is also the best setting of
achieving highest performance. The experimental results are
shown in Table VII, where the proposed method outperforms
InfoNCE loss by a considerable margin. The reason may come
from the following aspects. At first, InfoNCE treats all sam-
ple pairs equally while the proposed method only selects the
hardest sample pairs for training. However, face recognition

TABLE VII
THE COMPARISONS ON PRIVATE-IVS-TEST DATASET. ALL MODELS ARE

PRETRAINED ON MS-CELEB-1M AND FINETUNED ON PRIVATE-IVS-S
DATASET. THE TOP PERFORMANCE IS HIGHLIGHTED

is largely different from the general object recognition, where
face datasets contain a large number of identities but have very
small inter-class variations. and thus treating all pairs equally
may hardly enlarge inter-class distances, Taking the easy sam-
ple pairs for training would damage the performance of the
model. Second, although the contrastive learning [67], [70]
employs a memory bank to collect more samples for calculat-
ing losses, the learning is biased where the gradients will not
be returned to the samples in the memory bank. The biased
learning increases the difficulty of network convergence, and
the network is easy to collapse when using a large memory
bank (e.g., the training loss becomes ‘nan’ during training
when the memory bank contains 8 batches of samples). All in
all, the experimental results further verify the effectiveness of
the proposed method.

Analysis of Selecting Space: As shown in Fig. 10 (b), when
setting the batch size as 240, the proposed method can extend
the selecting pace to a large set with 24,000 images, which
is 100 times larger than the traditional batch. This shows that
our method helps the network to select harder sample pairs
for training compared with only using BHEM, and also helps
the network to capture more effective features. Our method
greatly improves the effectiveness of hard examples mining by
extending the selecting space under the limited GPU resources.

Discussions on Future Works: In this paper, we have
proposed a Super-Batch and CBHEM to virtually increase
the batch size and select very hard sample pairs for improv-
ing the performance. However, such selection does not always
work when the dataset contains noise, where the noisy sample
would be easily treated as the hardest positive or negative sam-
ples (see failure cases in Section IV-F). Fortunately, the noise
mainly exists in Public-IvS dataset, which is a small dataset
for evaluation. For Private-IvS dataset, it is collected from
real-world applications and only contains less noise. Even
though, how to accurately select hard sample pairs against
noisy labels is still an important problem needed to be studied
in the future especially when applying the proposed method
to some coarsely collected datasets.

V. CONCLUSION

In this paper, we aim to improve network’s discrimina-
tive capability of IvS face recognition by choosing very hard
triplets and increasing the diversity of selected hard triplets.
We extend the selecting space mainly from the following two
aspects. 1) we propose a S-batch which combines multiple tra-
ditional batches to a large batch. 2) historical features are also
used as a reference to find cross-batch hard triplets. Besides,
we also propose a VBS to select the hard triplets from dif-
ferent batch scales, which increases the diversity of selected
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hard triplets. With those strategies, our approach achieves the
state-of-the-art performance on multiple benchmark datasets
including Private-IvS, Public-IvS and LFW-BLUFR.
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