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Abstract—Motion recognition is a promising direction in computer vision, but the training of video classification models is much harder than images due to insufficient data and considerable parameters. To get around this, some works strive to explore multimodal cues from RGB-D data. Although improving motion recognition to some extent, these methods still face sub-optimal situations in the following aspects: (i) Data augmentation, i.e., the scale of the RGB-D datasets is still limited, and few efforts have been made to explore novel data augmentation strategies for videos; (ii) Optimization mechanism, i.e., the tightly space-time-entangled network structure brings more challenges to spatiotemporal information modeling; And (iii) cross-modal knowledge fusion, i.e., the high similarity between multimodal representations leads to insufficient late fusion. To alleviate these drawbacks, we propose to improve RGB-D-based motion recognition both from data and algorithm perspectives in this article. In more detail, firstly, we introduce a novel video data augmentation method dubbed ShuffleMix, which acts as a supplement to MixUp, to provide additional temporal regularization for motion recognition. Secondly, a Unified Multimodal De-coupling and multi-scale Re-coupling framework, termed UMDR, is proposed for video representation learning. Finally, a novel cross-modal Complement Feature Catcher (CFCer) is explored to mine potential commonalities features in multimodal information as the auxiliary fusion stream, to improve the late fusion results. The seamless combination of these novel designs forms a robust spatiotemporal representation and achieves better performance than state-of-the-art methods on four public motion datasets. Specifically, UMDR achieves unprecedented improvements of $\uparrow$ 4.5% on the Chalearn IsoGD dataset.

Index Terms—Complement feature, late fusion, motion recognition, RGB-D, video augmentation.

I. INTRODUCTION

HUMAN motion recognition [1], [2], [3] is an attractive yet challenging task. Recently, RGB-D-based motion recognition [4], [5], [6] has attracted much attention in computer vision due to the easy availability of depth data and its extensive application prospects such as video surveillance and human-object interfaces. RGB-D-based motion recognition refers to jointly exploring the color and depth cues in multimodal data by constructing a multi-stream processing mechanism, thereby forming an informative joint representation for motion description [7], [8], [9].

At present, although various architectures [10], [11], [12], [13] have been continuously suggested to improve the multimodal motion recognition (as shown in Fig. 1), the majority of cutting-edge works strive to improve the performance at the algorithm level, ignoring the importance of data-level improvements. In addition, MixUp [14] shines in image classification tasks as a simple yet effective data augmentation method. However, directly transferring the MixUp strategy to the video classification task falls into sub-optimal due to the spatiotemporal-entangled nature of video data. Therefore, in this article, we gain insight into the role of MixUp in the video domain first, and then propose an alternative counterpart of it, namely ShuffleMix, as illustrated in Fig. 2. Concretely, it shuffles two video clips together in the temporal dimension to form a new instance, while maintaining their respective temporal consistency. The experimental results show that the best performance gain can be obtained by combining it with the MixUp strategy, termed ShuffleMix+ in this article.

In addition, we notice that most of the recent works capture spatiotemporal correspondences through the space-time coupled modeling structure (e.g., based on a 3D convolution kernel [1], [11], [13]), inevitably introducing the following challenges: (i) Optimization difficulty arises in the case of limited RGB-D data due to the tightly coupled nature of the spatiotemporal dimension, implying that spatiotemporal information affects each other when performing features aggregation; (ii) Spatiotemporal redundancy information is hard to filter in the entangled space-time space, leading to decreased efficiency and robustness of the model; Although some works [15], [16], [17] attempt...
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In our case, as illustrated in Fig. 3, we propose a Decoupled Spatial representation learning Network (DSN) and Decoupled Temporal representation learning Network (DTN) to learn the dimension-specific representations, which can reduce the optimization difficulty of modeling 3D information since DSN and DTN capture spatial and temporal features in their respective roles. Additionally, we introduce a multi-stage recoupling mechanism to reinforce the spatiotemporal connection by re-establishing the time-space correspondence.

Furthermore, late fusion is still popular in RGB-D-based motion recognition [2, 11, 13, 18] due to its flexibility and effectiveness. However, we observe a high similarity between multimodal spatiotemporal representations learned from individual color and depth signals, which could result in suboptimal fusion outcomes due to the fact that it forces two independent classifiers to converge to the same decision surface. Therefore, we design a novel late fusion mechanism as illustrated in Fig. 3, which improves the fusion results by capturing fine-grained complementary correspondences from multimodal signals as an auxiliary fusion stream via the proposed Complement Feature Catcher (CFCer). This is due to the fact that we observe that the cross-modal semantic complementary features retain a high distinctiveness from the unimodal spatiotemporal representation.

In more detail, we improve motion recognition from the following three aspects: 1) Learning with spatiotemporal regularization. First, the video clips are preprocessed by ShuffleMix, which randomly mixes example pairs in both spatial and temporal dimensions, greatly increasing the diversity of inputs. Meanwhile, the corresponding label pairs are also mixed together as the supervision signal. Subsequently, the generated mixture samples and labels are used for training. 2) Learning with decoupling followed by recoupling. The mixture samples are first input into the DSN for hierarchical spatial features extraction and reinforcement by a stack of multi-scale features learning modules (SML) and recoupling modules (RCM), respectively. Then, we sample several sub-sequences at different frame rates from the enhanced spatial features through a Sampling Layer (SL) as the input of DTN. The DTN captures the local fine-grained and global coarse-grained temporal features through a multi-branch structure with a temporal multi-scale features learning module (TMS) and Multi-branch Transformer blocks (MTrans). Additionally, a multi-stage recoupling strategy, as depicted by the blue dashed line in Fig. 4, is developed to reinforce the space-time interdependence. 3) Fusion with cross-modal complementary features. The multimodal feature streams are fed into a stack of CFCers to separate the modality-specific spatiotemporal complementary correspondences along the spatial to temporal domains, thereby aiding in classification.

This work is an extension of our CVPR 2022 article, and the extensions over the original conference version [19] include: 1) We introduce a new video data augmentation strategy for RGB-D motion recognition. 2) We extend the RCM module as a multi-head mechanism, which enables it to generate a discriminative attention map for each video frame. And we extend the single-stage recoupling strategy to a multi-stage strategy. 3) We gain insight into the factors that influence multimodal late fusion, and improve fusion results by introducing modality-specific complementary features. 4) We achieve state-of-the-art results on four commonly used RGB-D motion datasets.

II. RELATED WORK

A. Video Data Augmentation

Data augmentation, a data-driven and informed regularization strategy that artificially increases the number of training samples to improve the generalization ability of models, has been widely explored for better training of deep neural networks [20, 21, 22, 23]. Generally speaking, video data augmentation can be roughly divided into two categories, namely, single-sample-based and multi-sample-based. The former refers to conducting data augmentation around the sample itself, including geometric transformation, color transformation, and frame sampling. Joe et al. [24] leverage an upsampling strategy to significantly improve the performance on human action recognition tasks. Hoai et al. [25] use a novel data augmentation by mirroring the videos. Basura et al. [26] attempt to learn video-wide representation by arranging frames in chronological order. Furthermore, [27] provides a practical single-sample Video Augmentation library for Deep Learning architectures. The latter refers to utilizing multiple samples to generate a new instance, including video MixUp [14] and CutMix [28]. Yun et al. [29] propose a new video augmentation strategy, VideoMix, which generates a new instance by inserting a video cube into another one. Wang et al. [30] selects a static frame and adds it to every
Fig. 3. Overview of proposed method. (a) The multimodal De-/Re-recoupling learning pipeline and fusion mechanism. For the unimodal representation learning, we learn the dimension-specific (spatial/temporal) features by the well-designed spatial and temporal networks DSN and DTN; For multimodal knowledge fusion, we modify the late fusion by separating the modality-specific complementary features along spatial to temporal domains. (b) The structure of the proposed CFCer. It contains feature enhancement and separation mechanisms that can mine the distinguishing complementary correspondences from multimodal signals.

Fig. 4. Unimodal representation learning network. In DSN, the Stream layer first extracts low-level visual embeddings from the input. They are then fed into the SMS module to construct hierarchical spatial features, and the RCM module for feature selection by calculating dynamic channel attention maps and distilling temporal knowledge. In DTN, the spatial features are fed into the TMS module and MTrans Blocks to learn local fine-grained and global coarse-grained temporal features.

other frame to construct a distracting video, thereby alleviating the problem of implicit biases that commonly exists in video datasets. Wu et al. [31] mix two videos from different domains with fixed weights, to tackle the cross-domain problem in video. Our approach is based on the second data augmentation strategy, where we try to mix two video clips together in both the space and time dimensions to reinforce the spatiotemporal perception.

B. Motion Recognition Based on RGB-D Data

Human motion recognition is more challenging than image classification due to the optimization difficulty and data scarcity. RGB-D-based motion recognition [8], [13], [19], [32], [33], [34], [35], [36], [37], [38], thus, has attracted extensive attention thanks to the availability of additional depth cues. For example, Zhu et al. [32] leverage pyramid-like input and fusion layers to preserve and fuse multi-scale contextual features. Ye et al. [39] propose a Spatiotemporal-LSTM framework to learn motion patterns from temporal information with dense motion trajectories. Kong et al. [40] attempt to project the RGB-D data into a shared space to learn cross-modal features. Yu et al. [11] construct a cross-modal adaptive multi-branch network to learn and fuse multimodal representations via NAS. Scene flow is adopted in [34] for compact RGB-D representation learning. Different from others, Wang et al. [8] attempt to use a single convolution neural network (dubbed c-ConvNet) to learn multimodal spatiotemporal representation. In addition, Zhang et al. [41] present a hierarchically decoupled spatiotemporal contrastive learning method for self-supervised video representation learning. He et al. [42] propose an effective
spatiotemporal network StNet, which employs separated channel-wise and temporal-wise convolution operations for decoupled local and global representation learning. In this article, we aim to learn recoupled features to exploit the strong correlations between time and space, and to improve multimodal fusion results by learning cross-modal complementary knowledge in RGB-D data along the spatial to temporal domains, which is important but has actually received little attention.

III. PROPOSED METHOD

In this article, we improve the RGB-D motion recognition both from the data and algorithm perspectives. For the former, we introduce a novel video augmentation method to enlarge the training data space (Section III-A). For the latter, we first decompose the spatiotemporal modeling procedure for dimension-independent learning. Then introduce a multi-stage recoupling method to reestablish the time-space association (Section III-B). Finally, we improve the multimodal late fusion by exploring the modality-specific complementary features (Section III-C).

A. Spatiotemporal Regularization

In this section, we first investigate the existing data augmentation MixUp [14] in video classification, and then introduce the proposed ShuffleMix and its variant ShuffleMix+.

Video MixUp. Given two video clips \( V_i \) = \{\( v_{i,1}, v_{i,2}, \ldots, v_{i,T} \)\} and \( V_j \) = \{\( v_{j,1}, v_{j,2}, \ldots, v_{j,T} \)\} of length \( T \). In a nutshell, MixUp constructs virtual input/output pairs (\( \hat{V}, \hat{y} \)) for training:

\[
\begin{align*}
\hat{V} &= \lambda_m \cdot V_i + (1 - \lambda_m) \cdot V_j, \quad \hat{V} \in \mathbb{R}^{T \times 3 \times H \times W}, \\
\hat{y} &= \lambda_m \cdot y_i + (1 - \lambda_m) \cdot y_j, \quad \hat{y} \in \mathbb{R}^C.
\end{align*}
\]

where \( \lambda_m \sim \text{Beta}(\alpha_m, \alpha_m) \), \( \alpha_m \) is a hyper-parameter that controls the strength of interpolation between sample pairs, \( y_i \) and \( y_j \) denote one-hot label encodings, and \( C \) is the total number of classes. In image classification, according to [43] and [44], training with MixUp can be approximated as optimization with a spatial regularization term to improve the generalization and robustness of models. Taking the cross-entropy loss \( l(\cdot, \cdot) \) as an example, the loss function based on MixUp can be described as (refer to [43] for more):

\[
\xi^{\text{MixUp}}(f) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}_{\lambda_m} l(\hat{y}, f(\hat{V}))
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\theta,j} l(\hat{y} + \epsilon_j, f(\hat{V} + \delta_i))
\]

where \( \theta \sim \text{Beta}[1,1](\alpha, \alpha), j \sim \text{Unif}[N], f(\cdot) \) is feature extractor, \( N \) is batch size. (\( \hat{V}, \hat{y} \)) means the input/output pair mapped from (\( V, y \)) through \( \theta \in [1/2, 1] \), which are given by:

\[
\begin{align*}
\hat{y}_i &= \hat{y} + \delta_i, \\
\hat{V}_i &= \hat{V} + \delta_i,
\end{align*}
\]

where \( \delta_i \) and \( \epsilon_j \) represent random spatial perturbations of input and output, respectively. They are given by:

\[
\begin{align*}
\delta_i &= (\theta - \hat{\theta}) V_i + (1 - \theta) V_j - (1 - \hat{\theta}) V, \\
\epsilon_j &= (\theta - \hat{\theta}) y_i + (1 - \theta) y_j - (1 - \hat{\theta}) y,
\end{align*}
\]

where \( \mathbb{E}_{\theta,j}\delta_i = \mathbb{E}_{\theta,j}\epsilon_i = 0 \). From the above observations, we find standard MixUp treats the entire video sequence as a still image with \( T \times 3 \) channels and adds spatial noise perturbations over it. However, we argue that this is a suboptimal solution for MixUp’s expansion into the video domain because no additional temporal noise perturbation is injected. To fill this deficiency of MixUp, we introduce a new temporal regularization method, termed ShuffleMix, which acts as a supplement to MixUp, to help achieve regularization at the spatiotemporal level.

Video ShuffleMix. ShuffleMix learns the motion patterns from the randomly shuffled video pairs, which captures how specific acts are related to a temporal context. More specifically, it mixes two video clips \( V_i \) and \( V_j \) along the temporal dimension to construct a new instance while preserving the respective temporal consistency, as shown in Fig. 2. Formally, the video clips \( V_i \) and \( V_j \) are first masked along the temporal dimension using the randomly initialized mask matrix \( \text{Mask}_{\lambda_s,i} \in \mathbb{R}^T \) with a mask rate of \( \lambda_s \), and its contrariety matrix \( \text{Mask}_{1-\lambda_s,j} \in \mathbb{R}^T \) with a mask rate of \( 1 - \lambda_s \) respectively, written as:

\[
\begin{align*}
V_i' &= \text{Mask}_{\lambda_s,i} \cdot V_i, \quad V_i' \in \mathbb{R}^{T \times 3 \times H \times W} \\
V_j' &= \text{Mask}_{1-\lambda_s,j} \cdot V_j, \quad V_j' \in \mathbb{R}^{T \times 3 \times H \times W}
\end{align*}
\]

where \( i \neq j \), \( \text{Mask}_{\lambda_s,i} = 1 - \text{Mask}_{\lambda_s,i} \). Then taking the \( V_i' \) and \( V_j' \) as a set of new input pairs for training, written as:

\[
\begin{align*}
\hat{V} &= V_i' + V_j', \quad \hat{V} \in \mathbb{R}^{T \times 3 \times H \times W} \\
\hat{y} &= \lambda_s \cdot y_i + (1 - \lambda_s) \cdot y_j, \quad \hat{y} \in \mathbb{R}^C
\end{align*}
\]

where \( \lambda_s \sim \text{Beta}[1,1](\alpha_s, \alpha_s) \) controls the strength of temporal regularization between sample pairs. After that, the loss function based on ShuffleMix can be re-written as:

\[
\xi^{\text{ShuffleMix}}(f) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}_{\lambda_s} l(\hat{y}, f(\hat{V}))
\]

According to our research, we find that ShuffleMix is more friendly to compound motions, such as compound gestures that contain multiple complex movement trajectories, while MixUp prefers simple single-trajectory motions. This is because the ShuffleMix enhances fine-grained motion perception by randomly injecting temporal perturbation in the input, which is insignificant in vanilla MixUp. Therefore, as outlined in Algorithm 1, to achieve both spatial and temporal regularization, we introduce a hyper-parameter \( \rho \) to control MixUp and ShuffleMix to work together, and it degenerates into a standard MixUp when \( \rho = 0 \). We formally name this new regularization method as ShuffleMix+ throughout the article and thoroughly investigate its impact on performance in Table I below.

Video ShuffleMix+. In practical implementation, we investigate two straightforward strategies to realize ShuffleMix+ during training: 1) each mini-batch data has a \( \rho \% \) probability of using ShuffleMix, otherwise MixUp; 2) each example pair has a \( \rho \% \) probability of using ShuffleMix, otherwise MixUp. Moreover, for temporal mixture, we investigate two types of interpolation
TABLE I

<table>
<thead>
<tr>
<th>MU</th>
<th>SM</th>
<th>α_m</th>
<th>α_s</th>
<th>ρ</th>
<th>NVGesture</th>
<th>IsoGD</th>
<th>NTU(CS)</th>
<th>THU(CS4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RGB</td>
<td>Depth</td>
<td>RGB</td>
<td>Depth</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td></td>
<td>84.13</td>
<td>85.71</td>
<td>84.54</td>
<td>88.99</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.2</td>
<td>0.0</td>
<td></td>
<td>84.13</td>
<td>86.36</td>
<td>60.22</td>
<td>90.74</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.4</td>
<td>0.0</td>
<td></td>
<td>83.93</td>
<td>86.17</td>
<td>60.53</td>
<td>91.21</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.6</td>
<td>0.0</td>
<td></td>
<td>82.54</td>
<td>85.61</td>
<td>60.84</td>
<td>91.30</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.0</td>
<td></td>
<td>83.93</td>
<td>85.61</td>
<td>61.61</td>
<td>91.56</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>1.0</td>
<td>0.0</td>
<td></td>
<td>83.53</td>
<td>82.95</td>
<td>61.49</td>
<td>91.70</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.2</td>
<td>0.1</td>
<td></td>
<td>81.55</td>
<td>85.23</td>
<td>48.59</td>
<td>50.30</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.4</td>
<td>0.1</td>
<td></td>
<td>81.96</td>
<td>85.61</td>
<td>48.07</td>
<td>49.55</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.6</td>
<td>0.1</td>
<td></td>
<td>81.26</td>
<td>84.09</td>
<td>47.83</td>
<td>50.22</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.1</td>
<td></td>
<td>77.98</td>
<td>85.32</td>
<td>47.37</td>
<td>48.29</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>1.0</td>
<td>0.1</td>
<td></td>
<td>78.37</td>
<td>82.95</td>
<td>46.47</td>
<td>41.08</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.2</td>
<td>0.1</td>
<td>84.79</td>
<td>85.80</td>
<td>62.87</td>
<td>64.26</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>85.00</td>
<td>86.17</td>
<td>63.68</td>
<td>64.42</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.2</td>
<td>0.3</td>
<td>85.21</td>
<td>86.93</td>
<td>62.92</td>
<td>64.52</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.2</td>
<td>0.4</td>
<td>84.95</td>
<td>86.36</td>
<td>61.09</td>
<td>63.44</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.8</td>
<td>0.2</td>
<td>0.5</td>
<td>86.25</td>
<td>88.04</td>
<td>61.29</td>
<td>63.59</td>
</tr>
</tbody>
</table>

We evaluate the results after training 100 epochs. For ntu-rgbd and thu-read, we report their results on the released cs and cs4 protocols, respectively. $\alpha_m \in (0, \infty)$ and $\alpha_s \in (0, \infty)$ mean hyper-parameters of mixup and shufflemix that control the strength of interpolation between sample pairs, herein we consider the most commonly used beta distribution $\text{beta}(\alpha, \alpha)$. $\rho \in \text{unif}([0, 1])$ represents the probability of selecting shufflemix operation.

Algorithm 1. Codes of ShuffleMix+ in Python-Like.
```python
class ShuffleMix+(object):
    def __init__(self, alpha_m, alpha_s, rho):
        self.rho = rho
        self.ShuffleMix = ShuffleMix(alpha_s)
        self.mixup = MixUp(alpha_m)

    def __call__(x, target):
        if self.rho > random.uniform(0, 1):
            x, target = self.ShuffleMix(x, target)
        else:
            x, target = self.mixup(x, target)
        return x, target
```

Fig. 5. Two variants of video mixture strategies. The (a) preserves local temporal consistency, whereby encouraging the exploration of fine-grained temporal cues; The (b) ignores temporal consistency in video clips, whereby relaxing the strong temporal dependence in motion recognition.

methods as depicted in Fig. 5. The first one is the normal interpolate approach similar to [29], which randomly replaces locally consecutive frames in the video clip as shown in Fig. 5(a). The second one is a discrete interpolation approach based on the global perspective, which randomly replaces some frames across the entire sequence without considering the sequence continuity as depicted in Fig. 5(b). Among them, the former encourages exploring the fine-grained temporal cues in sequences, while the latter relaxes strong context temporal dependencies in motion recognition. This consideration is based on the following fact: (i) some gestures are represented by subtle movements (e.g., slight wiggles of the fingertips); and (ii) some actions can be directly recognized by some static images in the video without relying heavily on contextual temporal evolution (e.g., drinking water). We discuss the performance gains brought by these two temporal mixture strategies in detail in Section IV-C3.

B. Decoupling and Recoupling Learning

Similar to video data augmentation, optimizing the modeling mechanism for video is also a promising research direction. In this article, we hypothesize that the superior spatiotemporal representation is acquired from spatiotemporal decoupling learning, followed by spatiotemporal recoupling. Over on this assumption, we learn domain-independent features from the decoupled spatial (Section III-B1) and temporal (Section III-B2) domains, and recouple (Section III-B3) them with self-distillation to form
informative spatiotemporal representations for motion recognition.

1) Decoupled Spatial Feature Learning (DSN): As shown in Fig. 4, the DSN involves three important components: (i) a Steam layer for mapping visual embedding; (ii) a stack of SMS modules for capturing spatial multi-scale features; and (iii) the RCM modules for feature selection as well as time-space recoupling. Let $V \in \mathbb{R}^{T \times 3 \times H \times W}$ denote the input with length $T$ sampled from the video. It is first fed into the Steam to capture the low-level texture features.

Steam. Similar to [45], the Steam module is the initial set of operations used to map low-level visual embedding before executing to the SMS module, written as:

$$X = \text{Steam}(V, \Theta), \quad X \in \mathbb{R}^{T \times C \times H \times W},$$

(8)

where $\Theta$ represents the learnable parameter matrices. Here we employ the first five layers of the I3D [1] as the Steam module. The captured features are then fed into the subsequent SMS modules for hierarchical spatial feature learning.

SMS Module. The SMS module is composed of a space-centric 3D Inception Module$^1$ [1] and a Max Pooling layer, which extracts the multi-scale spatial features by:

$$F_{sms} = \text{Maxpool}(\text{InC}_{1 \times k \times k}(X, \Theta))$$

(9)

where $\text{InC}_{1 \times k \times k}(\cdot, \Theta)$ indicates the Inception Module with a kernel size of $1 \times k \times k$. Herein we set $k = 3$. The consideration of capturing hierarchical spatial features is motivated by the fact that there are multiple scale variations in space when an action occurs. However, this may incur more spatial redundancy. To tackle this problem, we cascade the recoupling module (RCM) after each SMS to enhance the most significant aspects while suppressing those that are not.

RCM Module. The RCM module is designed to enhance the spatial features from both the intra-frame (channel) and inter-frame (sequence), as illustrated in Fig. 4. To achieve the goal in the former aspect, inspired by self-attention [46], we calculate dynamic attention maps based on the input to re-weight spatial features of each frame to highlight sensitive filters in it. Concretely, taking the first RCM module as an example, we first define a set of learnable matrices $W^Q \in \mathbb{R}^{C \times d \times T}$ and $W^K \in \mathbb{R}^{C \times d \times T}$ with $T$ heads of dimension $d$. The RCM takes the $F_{sms} \in \mathbb{R}^{T \times C \times H \times W}$ as the input and dynamically calculates the attention maps $A \in \mathbb{R}^{T \times C \times T}$, followed by a softmax activation function normalizing the weight values. Then it is used to re-weight spatial features $F_{sms}$ along the channel dimension. The entire process can be formulated as:

$$q = F_{sms} \cdot W^Q, \quad k = F_{sms} \cdot W^K,$$

$$A = \text{softmax} \left( \frac{q \cdot k^T}{\sqrt{d}} \right),$$

$$\hat{F}_{sms} = A \cdot F_{sms}, \quad \hat{F}_{sms} \in \mathbb{R}^{T \times C \times H \times W}.$$

(10)

where $\hat{F}_{sms}$ is the intra-frame enhanced spatial features, $q$ and $k$ denote the queries and keys, respectively. Unlike the standard self-attention, (i) we maintain the number of heads equal to the number of frames in the video clip, thereby generating a unique attention map for each frame; and (ii) we don’t need to map values $v$ since our goal is feature enhancement rather than encoding. To achieve the goal in the latter aspect, the $\hat{F}_{sms}$ is first compressed along the channel dimension through Global Adaptive Pooling (GAP) operation to obtain a feature vector with a dimension of $\mathbb{R}^T$, then it continuously passes through an MLP block with two hidden layers and a sigmoid activation function to obtain a weight matrix $W^E \in \mathbb{R}^T$. After that, the $W^E$ is used to enhance the spatial feature stream $\hat{F}_{sms}$ along the sequence dimension. Furthermore, the residual connection is introduced for training stabilization. The entire process can be formulated as:

$$W^E = \text{sigmoid}(\text{MLP}(\text{GAP}(\hat{F}_{sms}))),$$

$$O = W^E \cdot \hat{F}_{sms} + F_{sms},$$

(11)

where $O \in \mathbb{R}^{T \times C \times H \times W}$ is the refined spatial feature, which is used as the input for the temporal representation learning network DTN.

2) Decoupled Temporal Feature Learning (DTN): As shown in Fig. 4, the DTN mainly consists of Multi-branch Transformer blocks (MTrans). For each block, inspired by [11], [47], we construct multi-branch structures to tackle inputs with different temporal resolutions and feature dimensions accordingly: fast ($\mathbb{R}^{\frac{T}{2} \times C \times \frac{T}{4}}$), moderate ($\mathbb{R}^{\frac{T}{4} \times C}$), and slow ($\mathbb{R}^{\frac{T}{8} \times C}$), to perceive different motion variations, i.e., the high temporal resolution combined with low channel size and vice versa. However, Transformer is skilled in global modeling and is insensitive to local fine-grained views [48]. To get around this, we cascade an inception-based local feature extractor (TMS module) before MTrans to perceive fine-grained motion variations. Formally, for each individual branch $i$, we first sample a subsequence $O_i \in \mathbb{R}^{T_i \times C}$, $i \in \{1, 2, 3, \ldots, n\}$ along the temporal dimension over the feature stream $O$ by a discrete Sampling Layers, written as:

$$\hat{O}_i = \left\{ O_{\tau} | \tau = R \left[ \left[ \frac{T}{T_i} \right] \times t - 1, \left[ \frac{T}{T_i} \right] \times t \right], \quad t = 1, 2, \ldots, T_i \right\},$$

(12)

where $\hat{O}_i \subseteq O$, $n$ indicates the number of branches and $R_{[a, b]}$ represents randomly selecting an integer $x$, s.t. $a \leq x \leq b$. Then the $O_i$ is used as the input to the temporal multi-scale features learning module (TMS).

TMS Module. Similar to SMS, the TMS is composed of a time-centric 3D Inception Module$^2$ and a Max Pooling layer, which can be formulated as:

$$F_{tms,i} = \text{Maxpool}(\text{InC}_{k \times 1 \times 1}(\hat{O}_i, \Theta))$$

(13)

where $F_{tms,i}$ is local fine-grained temporal features, $\text{InC}_{k \times 1 \times 1}(\cdot, \Theta)$ indicates the Inception Module with a kernel size of $k \times 1 \times 1$. In practice, the temporal receptive field size

---

$^1$The size of the convolution kernel in the temporal dimension is 1.

$^2$The size of the convolution kernel in the spatial dimension is 1 $\times$ 1.
$k$ is a dynamic value that is dynamically adjusted according to the length of sampled subsequence, i.e., $k = \sqrt{T}$. After that, $F_{\text{trans}, i}$ is fed into the Transformer block for coarse-grained representation learning.

**Transformer Block.** To reduce the redundant marginal information in captured temporal features, here we utilize a Transformer structure based on Kvt [49]. Specifically, for either branch $i$, the temporal features at $l$-th layer can be captured by:

$$Z_l^i = \text{LN}(\text{FFN}(Z_{l-1}^i)) + Z_{l-1}^i,$$

$$Z_{l-1}^i = \text{LN}(\text{MSA}_{k\text{,NN}}(F_{\text{trans}, i}^l)) + Z_{l-2}^i,$$

where MSA$_{k\text{,NN}}$($\cdot$) indicates the $k$-NN multi-head self-attention layer (empirically selecting the top 70% tokens for training), LN represents Layer Normalization and FFN is Feed Forward Network. Furthermore, to avoid the network being biased to one of the sub-branches, we introduce a temperature parameter $\tau$ to control the sharpness of the output distribution of each sub-branch $i$ and impose an individual constraint loss (cross-entropy) on it. Therefore, the output of the DTN network can be given by:

$$P = \arg\max \left( \sum_{i=1}^{n} \text{MLP}(Z_{\text{cls}, i}/\tau) \right) \forall i = 1, 2, 3, \ldots, n,$$

where $P$ is the final classification result and $Z_{\text{cls}, i}$ is the class token vector embedded in the last Transformer block of $i$-th branch. The $\tau$ follows a cosine schedule from 0.04 to 0.07 during the training.

3) **Recoupling Spatiotemporal Representation:** Considering that spatiotemporal decoupling learning weakens the intrinsic connection between time and space, we thus propose a multi-stage recoupling (MSR) method to reinforce the spatiotemporal correlation through an inner loop optimization mechanism during the training. Specifically, we employ a self-distillation loss function $C_{\text{distill}}$ to introduce additional supervision for RCM modules by reversely distilling inter-sequence correlation knowledge from the time domain into the space domain. The distillation process can be written as:

$$C_{\text{distill}} = \frac{1}{L} \sum_{l=1}^{L} \mathcal{L}_{\text{distill}} \left( \sum_{i=1}^{n} Z_{\text{cls}, i}^l, \mathcal{F}(W_{E,l}) \right)$$

s.t. $\mathcal{L}_{\text{distill}}(x, y) = \frac{1}{N} \sum_{i=1}^{N} KL(x_i/T - y_i/T)$

where $L$ is the number of RCM modules in DSN, $W_{E,l}$ is weight matrix (formally defined in Section III-B1) from $l$-th RCM module, $T$ is the distillation temperature parameter, $N$ is the batch size, $KL$ indicates Kullback-Leibler divergence [50] and $\mathcal{F}(\cdot)$ indicates linear mapping function, which maps the dimension of $W_{E,l}$ to align with $Z_{\text{cls}}^l$. The benefits of the recoupling strategy are manifold. On the one hand, spatiotemporal associations are especially crucial for gesture recognition task because it strongly depends on both location and motion information, i.e., gesture describes a concept of hand variations over time. On the other hand, recouping information can be an effective way to regain common aspects, which can significantly increase the convergence speed of the network. Therefore, the entire network is trained by minimizing the following objective:

$$\mathcal{L} = \mathcal{L}_{\text{entropy}} + \lambda_d C_{\text{distill}},$$

where $\mathcal{L}_{\text{entropy}}$ is the standard classification loss and $\lambda_d$ is the weight coefficient of distillation loss $C_{\text{distill}}$.

C. **Cross-Modal Complement Features Learning**

The late fusion strategies, including Addition and Multiplication, are simple yet effective multimodal fusion methods that are commonly used in RGB-D-based motion recognition [13], [52], [53]. As we know, the most significant factor affecting late fusion is the similarity between multimodal semantic features [54], i.e., the distinctive characteristic brings the higher fusion performance. In fact, we hope the classifiers trained from multimodal signals enjoy distinct decision boundaries so that their ensemble can achieve better fusion performance. However, we observed a high similarity between multimodal features learned from individual color and depth signals as shown in Fig. 6 (feature types 1 and 2), although they are captured from respective models with different parameters. It means that the two classifiers learned from the unimodal branch may collapse into the same decision surface, suffering from poor fusion results. To mitigate this problem, we derive inspiration from the work of Hazarika et al. [54] in the field of Multimodal Sentiment Analysis (MSA), they explore the modality-invariant and modality-specific representations by designing a series of sophisticated fusion loss functions. But our task differs substantially from [54]: (i) it is unrealistic to train with multimodal video clips simultaneously when the parameters and input size of the video classification model are considerable; (ii) color and depth data maintain a smaller domain gap than color and audio/text, which leads to the challenge of exploring distinctive complementary information; (iii) we explore the modality-specific representations along spatial to temporal domains. To this end, inspired by [55] and [12], we present a novel complementary features learning mechanism as shown in Fig. 3(a), which is lightweight and optimization-friendly, and captures the fine-grained modality-specific aspects by cascading
the Complement Feature Catchers (CFCer) along the spatial to temporal domains.

CFCer. As illustrated in Fig. 3(b), the CFCer contains a feature reinforcement component and mutual-attention mechanism. Taking the color-oriented complementary features learning as an example. Let \( O_c \) and \( O_d \) be the unimodal feature maps learned from color and depth data, respectively. They are first concatenated along the channel dimension and normalized by a Layer Normalization (LN). To highlight the most descriptive and modality-specific features, an MLP network with multiple hidden layers is trained together to calculate the channel-wise attention score, followed by sigmoid re-scaling of the weight values:

\[
\hat{O}_r = \text{sigmoid}(\text{MLP}(\text{LN}([O_c || O_d])) \odot O_r),
\]

where \( || \) represents concatenation, \( \odot \) denotes element-wise multiplication, and \( \hat{O}_r \) is enhanced color feature maps. Then, we mine color-oriented complementary features from multimodal information using a mutual-attention structure, which is designed to retrieve information related to color (depth) cues from the depth (color) stream. Specifically, first, we define a set of learnable parameter matrices \( W^Q, W^K \) and \( W^V \) to obtain the query vector from the depth modality, and the key and value vectors from the color modality:

\[
q_d = \hat{O}_d \cdot W^Q, \quad k_r = \hat{O}_r \cdot W^K, \quad v_r = \hat{O}_r \cdot W^V
\]

where \( \hat{O}_d \) means the enhanced depth feature maps. Then, \( q_d \) and \( k_r \) are utilized to calculate the attention score:

\[
A_r = \text{softmax} \left( \frac{q_d \cdot k_r^T}{\sqrt{d}} \right)
\]

where \( d = 64 \) is the scaling factor. Subsequently, the color-oriented complementary features \( F_{\text{comp},r} \) can be calculated by:

\[
F_{\text{comp},r} = v_r \cdot A_r.
\]

As can be seen in Fig. 6(a) (feature types 3 and 4) and Fig. 6(b), the color- and depth-oriented complementary features captured by CFCer maintain lower similarity compared to unimodal features, highlighting the effectiveness of CFCer in learning complex patterns and features from multimodal data.

In practice, before we optimize the CFCers, we initialize the corresponding unimodal network branch with the parameters trained on the color/depth data and freeze them throughout training. In more detail, as illustrated in Fig. 3(a), we disentangle the task of spatiotemporal fine-grained complementary representations learning into 2 steps: (i) capturing the appearance-level complementary correspondences from the spatial features by deploying two-layer CFCer in shallow layers; (ii) concatenating them with the semantic class token embedding from the corresponding DTN network and learning semantic-level complementary representations by deploying four-layer CFCer in the deep layers. After that, the captured complementary features are fed into their respective classifiers to obtain distinct predictions. They serve as an auxiliary fusion stream, together with the unimodal predictions, to improve the late fusion. In particular, CFCer extracts the modality-specific aspects in a more straightforward manner that is only supervised by a classification loss. In other words, CFCer learns complementary features by fine-grained retrieval of classification cues implicit in the peer modality, enabling it to achieve the goal without the need for elaborate adversarial loss functions.

IV. EXPERIMENTS

In this section, we first give details for benchmark datasets (Section IV-A) and experimental setup (Section IV-B). Then, we thoroughly evaluate the effectiveness of each proposed technique (Section IV-C). Finally, we compare our results with state-of-the-art methods on four benchmark RGB-D motion datasets (Section IV-D).

A. Datasets

We evaluate our method on four public RGB-D motion datasets: NTU RGB-D [56], NvGesture [57], Chalearn IsoGD [58], [59] and THU-READ [60] datasets. The NTU RGB-D is a large-scale human action dataset containing more than 56,000 multi-view RGB-D videos with 4 million frames that include 60 actions performed by 40 subjects. This dataset is challenging due to large intra-class and viewpoint variations. In addition, skeleton information is also provided in this dataset. This dataset releases two validation protocols namely Cross Subject (CS) and Cross View (CV). The NvGesture dataset focuses on touchless driver controlling. It contains 1532 dynamic gestures fallen into 25 classes involving RGB-D videos and a pair of stereo-IR streams. This dataset is divided into training and testing subsets with a proportion of 7:3, namely 1050 samples for training and 482 for testing. The Chalearn IsoGD dataset contains 47,933 RGB-D gesture videos divided into 249 kinds of gestures and is performed by 21 individuals. It has three subsets of training, validation, and test set, containing 35878, 5784, and 6271 samples respectively. Samples in the three subsets are exclusive. It is also used as the benchmark for two rounds of the Chalearn LAP large-scale isolated gesture recognition challenge. Similar to most of the recent works [13], [19], [61], [62], we also evaluate the experimental results on the validation set for this dataset. The THU-READ is the first-person view RGB-D dataset that consists of 1920 videos with 40 different actions performed by 8 subjects. And each subject repeats each action 3 times. Similar to other works, we adopt the released leave-one-split-out cross-validation protocol in our experiments, which divides the 8 subjects into 4 groups and uses 3 splits for training and the rest for testing.

B. Implementation Details

The proposed method is implemented with Pytorch. The input sequences are random/center cropped into \( 224 \times 224 \) during training/inference. We employ SGD as the optimizer with a weight decay of 0.0003 and momentum of 0.9. The learning rate is linearly ramped up to 0.01 during the first 5 epochs and then decayed with a cosine schedule [63]. The training lasts for 100
epochs. Similar to [11], [13], [19], all of our experiments except NTU-RGBD are pre-trained on 20BN Jester V1 dataset [64]. In addition, three SMS modules are configured in the DSN, each followed by an RCM module. In the DTN, we configure three individual branches accordingly: slow, moderate, and fast. Each unimodal branch is configured with a TMS module and six MTrans blocks. For ShuffleMix+, we set the hyper-parameters \( \{ \alpha_m, \alpha_s, \rho \} \) as \( \{0.8, 0.2, 0.5\} \) for NTU-RGBD and IsoGD, while \( \{0.8, 0.2, 0.2\} \) for NvGesture and THU-READ, according to the ablation study in Section IV-C1. We refer to this setting as the basic configuration of our network unless otherwise specified.

C. Ablation Study

In this section, all of our investigations are based on the RGB data except Sections IV-C6 and IV-C7.

1) Effect of Spatiotemporal Regularization: To highlight the importance of spatiotemporal regularization for motion recognition, we conduct extensive experiments on four motion datasets with RGB-D modalities. As illustrated in Table I, MixUp can significantly improve motion recognition on large-scale datasets under the appropriate interpolation strength. Taking the RGB modality as an example, compared with baseline (i.e., line 1 in Table I), MixUp gains 7.63% on IsoGD when \( \alpha_m = 0.8 \) and gains 2.71% on NTU-RGBD when \( \alpha_m = 1.0 \), which indicates the advantages of spatial regularization. However, this strategy seems to be invalidated on two small-scale motion datasets, e.g., no gains for NvGesture, and even inferior performance for THU-READ, which means that it still remains challenging to learn spatiotemporal consistency features from small-scale data settings only through spatial-level regularization. In other words, mixing information only at the spatial level is insensitive to temporal evolution, which limits the regularization effect of MixUp in the video domain. Different from MixUp, ShuffleMix provides additional temporal regularization for video representation learning. As can be seen, when combined with MixUp, they significantly improve performance on both color and depth data especially for small-scale datasets, i.e., improving \( \uparrow 2.1\% \) and \( \uparrow 2.3\% \) on NvGesture, \( \uparrow 3.2\% \) and \( \uparrow 6.1\% \) on THU-READ when \( \alpha_m = 0.8, \alpha_s = 0.2, \rho = 0.5 \) compared with baseline.

In addition, we interestingly find that ShuffleMix improves a lot on more complex compound gestures as shown in Fig. 7(a), while MixUp is more friendly to relatively simple single-track gestures as shown in Fig. 7(b). This shows that ShuffleMix has stronger fine-grained motion perception capabilities than MixUp. Therefore, this is why their combination can bring about significant performance gains in motion recognition compared to their single use.

2) Effect of Multi-Stage Recoupling Learning: In this experiment, we demonstrate the effectiveness of the Multi-Stage Recoupling (MSR) strategy on the NvGesture and NTU-RGBD datasets under the different frame rates, because they come from different domains as well as have different scales. As illustrated in Table II, under the same frame rate, the more the recoupling module it has, the better performance it will be. The reason might lie in the following aspects. On the one hand, multi-stage spatial feature enhancement helps to select discriminative feature maps and improve the robustness of the model. On the other hand, MSR encourages to further enhancing the space-time connection for compact spatiotemporal representation learning.

3) Effect of Different Implementations of ShuffleMix+: In this experiment, we investigate two proposed video mixing strategies: a local-based continuous mixing method and a global-based discrete mixing method. Additionally, two ShuffleMix+ implementations, namely batch-wise and pair-wise, are also explored, where the former refers to randomly operating ShuffleMix+ across mini-batches, and the latter refers to randomly operating within a mini-batch. Considering that the IsoGD involves a wide range of gestures from different domains and scenarios, the NvGesture contains more fine-grained motions, and NTU-RGBD contains actions from multiple perspectives. We, therefore, conduct experiments on these three datasets to demonstrate universality.

As shown in Table III, we observe that the discrete mixture method outperforms the continuous mixture method on
Table III: Effect of Different Implementations of ShuffleMix+

<table>
<thead>
<tr>
<th>batch-wise</th>
<th>pair-wise</th>
<th>dis-mix</th>
<th>con-mix</th>
<th>NTU</th>
<th>Iso</th>
<th>Nv</th>
</tr>
</thead>
<tbody>
<tr>
<td>✔️</td>
<td>✔️</td>
<td></td>
<td></td>
<td>92.24</td>
<td>63.68</td>
<td>86.25</td>
</tr>
<tr>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td></td>
<td>92.19</td>
<td>63.18</td>
<td>86.88</td>
</tr>
<tr>
<td>✔️</td>
<td>✔️</td>
<td></td>
<td>✔️</td>
<td>91.41</td>
<td>63.10</td>
<td>86.04</td>
</tr>
</tbody>
</table>

Where dis-mix and con-mix represent global-based discrete mixture and local-based continuous mixture, respectively. The results are reported on NTU-RGBD, IsoGD, and NvGesture datasets under the 32-frame rate.

4) Effect of ShuffleMix+ Under Longer Training Regimes:
As illustrated in Fig. 8, a longer training schedule continuously improves performance, and the phenomenon is more pronounced on large-scale datasets. In fact, we find that ShuffleMix+ achieves significant improvement on NTU-RGBD (+1% when training 300 epochs) over longer training regimes than using MixUp alone, which means that the ShuffleMix+ further enlarges the knowledge capacity of training data space. Meanwhile, we find that models trained with ShuffleMix+ had a lower top-5 accuracy on the training set than MixUp (dotted line in Fig. 8), implying that ShuffleMix+ encourages stronger regularization to further alleviate the overfitting problem faced by the model. Considering the fairness and time efficiency, all our experiments are trained for only 100 epochs.

5) Anatomy of Recoupling Loss Weighting Coefficients on Performance:

Table IV: Effect of Recoupling Loss Weighting Coefficients on Performance

<table>
<thead>
<tr>
<th>$\lambda_d$</th>
<th>#frames</th>
<th>NTU-RGBD(CS)</th>
<th>NvGesture</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>32</td>
<td>91.56</td>
<td>85.04</td>
</tr>
<tr>
<td>0.1</td>
<td>32</td>
<td>91.75</td>
<td>85.46</td>
</tr>
<tr>
<td>0.2</td>
<td>32</td>
<td>92.24</td>
<td>86.25</td>
</tr>
<tr>
<td>0.3</td>
<td>32</td>
<td>91.87</td>
<td>85.83</td>
</tr>
</tbody>
</table>

which suggests that the gesture is more dependent on the intrinsic relationship between space and time than action.

6) Effect of Fusion Strategy: In this section, as illustrated in Fig. 9, four commonly used late fusion methods for RGB-D motion recognition are presented for comparison. Among them, Addition and Multiplication simply add/multiply the predicted scores from the unimodal branches for classification. SFN [65] introduces a sparse fusion network to learn how much weight to assign to a channel. CAPF [19] proposes a lightweight fusion mechanism with an Encoder and Decoder, and trains it through a multi-loss joint optimization strategy. Our CFcer improves the late fusion by exploring the modality-specific complementary features along the spatial to temporal domains.

For Addition and Multiplication, we simply add/multiply the predicted scores from the unimodal branches, while for SFN [65], CAPF [19] and CFcer, we first train the unimodal network branch on corresponding color/depth data, and then freeze their parameters and fit fusion layers with a few training schedules by cross-entropy loss. As can be seen in Table V, the CFcer-based fusion strategy performs best than other late fusion methods. This is because CFcer separates modality-specific
complementary features from multimodal semantic information as an auxiliary fusion stream, inheriting the inherent semantic content and preserving the distinction from unimodal representations, which is ignored by other fusion strategies.

In addition, we investigate the effects of configuring different numbers of CFCer in the spatial and temporal domains in Table VI. As mentioned before, CFCer mainly captures appearance-level complementary correspondences in the spatial domain and semantic-level complementary correspondences in the temporal domain. As can be seen, the more the CFCer in the temporal domain, the better performance it will be. It implies that complementary features rich in semantic information dominate the fusion performance. Considering the trade-off between performance and parameters, we configure 2 and 4 CFCers for the spatial and temporal domains, respectively.

7) Contributions of RGB and Depth Channels: Table VII quantitatively analyzes the contributions of the individual (RGB/depth) and fused (RGB-D) channels. As can be seen, in most cases, the contribution of the depth channel is dominant, benefiting from its strong anti-background noise ability and motion perception. In fact, as shown in Fig. 10 (red dashed box), the color channel emphasizes the perception of space because it is based on the visual information that is available in the environment, such as color, texture, and shape. The depth channel emphasizes the perception of movement because it is based on the relative distances or positions between objects in the environment, which can be used to determine the direction and speed of movement. Therefore, for actions that rely less on movement, a depth channel may not be as effective. For instance, in the THU-READ dataset, many of the actions can be classified with just a few static images, without relying on movement features. As a result, the performance gained from the depth modality is lower than that of RGB. Nevertheless, the effective fusion of the two modality features can still bring amazing results.

D. Comparison With State-of-the-Art Methods

1) Results on NTU-RGBD: Table VIII compares the performance of our method with SOTA methods on the NTU-RGBD dataset. As the skeleton information is available in this dataset, many recent works tend to perform 2D/3D skeleton-based action recognition on it because the skeleton inherently highlights the key information of the human body, whilst being robust to various illuminations and complex backgrounds. However, the generalization ability and robustness of skeleton-based methods are limited. Therefore, we only use color and depth data for action recognition in this article.

As can be seen, our method performs the best on both CS and CV protocols (96.2% on CS and 98.0% on CV). Meanwhile, comparing with the skeleton-based SOTA method CTR-GCN [69], the proposed method achieves about ↑3.8% improvement on CS protocol and ↑1.2% on CV protocol. And the performance of the single modality even surpasses most skeleton-based approaches [67], [68], [69], which further demonstrates the robustness of our method to noisy backgrounds and its strong motion perception abilities. Furthermore, we also compare with other multimodal-based approaches such as Deep Bilinear [72], MMTM [10] and PoseC3D [74]. These methods use both rgb/rgb-d and skeleton clues for motion recognition, which, undoubtedly, make the network less disturbed by background noise and improve performance. However, our approach achieves competitive performance without resorting to additional fine-grained information, i.e., skeleton.
2) Results on Chalearn Isogd: Isogd is a much harder dataset because 1) it covers gestures in multiple fields and different motion scales from subtle fingertip movements to large arm swings, and 2) many gestures have high similarity. However, as shown in Table IX, our approach also achieves the best result on this dataset, i.e., improving about 1.7% on RGB modality, 3.8% on depth modality, and 4.5% on RGB-D modality. It is worth mentioning that the performance of training with 16 frames is about >2% higher than that of the SOTA methods \cite{13} and \cite{19} trained with 64 frames.

There are two reasons that account for this improvement. On the one hand, the spatiotemporal regularization method can significantly reduce the empirical risk of model on this dataset. On the other hand, decoupling can learn dimension-specific features, while the stage-wise recoupling strategy encourages spatiotemporal compact representation learning. Therefore, the combination of these two advantages can not only strengthen the robustness and generalization but also reinforce the appearance and motion perception of the model.

3) Results on NvGesture: Nvgesture is challenging due to the small size of the data and many fine-grained variations. However, the proposed method performs the best for both single-modal and multimodal evaluating as shown in Table X, which indicates: (i) the proposed ShuffleMix+ can significantly enlarge the knowledge space of training data, while the proposed UMDR is able to reduce the optimization difficulty of video; (ii) the learned spatiotemporal representations are both discriminative and generalizable, whereby preventing the overfitting problem of models. Moreover, compared with \cite{13} and \cite{11} that employ NAS to automatically build a gesture-oriented architecture, our approach achieves about 4% improvement for RGB modality.
TABLE XI
COMPARISON OF THE SOTA METHODS ON THE THU-READ

<table>
<thead>
<tr>
<th>method</th>
<th>modality</th>
<th>#frames</th>
<th>accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SlowFast [47]</td>
<td>RGB</td>
<td>32</td>
<td>69.58</td>
</tr>
<tr>
<td>TSN [83]</td>
<td>RGB</td>
<td>25</td>
<td>73.85</td>
</tr>
<tr>
<td>Treat [12]</td>
<td>RGB</td>
<td>32</td>
<td>80.42</td>
</tr>
<tr>
<td>Decouple+Recouple [19]</td>
<td>RGB</td>
<td>64</td>
<td>81.25</td>
</tr>
<tr>
<td><strong>UMDR</strong></td>
<td>RGB</td>
<td>16/32/64</td>
<td>81.88/82.50/82.94</td>
</tr>
<tr>
<td>TSN [83]</td>
<td>Depth</td>
<td>25</td>
<td>65.00</td>
</tr>
<tr>
<td>SlowFast [47]</td>
<td>Depth</td>
<td>32</td>
<td>68.75</td>
</tr>
<tr>
<td>Treat [12]</td>
<td>Depth</td>
<td>32</td>
<td>76.04</td>
</tr>
<tr>
<td>Decouple+Recouple [19]</td>
<td>Depth</td>
<td>64</td>
<td>77.92</td>
</tr>
<tr>
<td><strong>UMDR</strong></td>
<td>Depth</td>
<td>16/32/64</td>
<td>78.42/79.59/80.93</td>
</tr>
<tr>
<td>MDNN [60]</td>
<td>RGB+Flow</td>
<td>Depth</td>
<td>62.92</td>
</tr>
<tr>
<td>TSN [83]</td>
<td>RGB+Flow</td>
<td>25</td>
<td>78.23</td>
</tr>
<tr>
<td>TSN [83]</td>
<td>RGB+Flow</td>
<td>Depth</td>
<td>81.47</td>
</tr>
<tr>
<td>SlowFast [47]</td>
<td>RGB-D</td>
<td>32</td>
<td>76.25</td>
</tr>
<tr>
<td>Treat [12]</td>
<td>RGB-D</td>
<td>32</td>
<td>84.90</td>
</tr>
<tr>
<td>Decouple+Recouple [19]</td>
<td>RGB-D</td>
<td>64</td>
<td>87.04</td>
</tr>
<tr>
<td><strong>UMDR</strong></td>
<td>RGB-D</td>
<td>16/32/64</td>
<td>85.80/85.99/90.04</td>
</tr>
</tbody>
</table>

and about ↑5% improvement for depth modality, which further demonstrates its generalization ability on gesture recognition.

4) Results on THU-READ: Table XI compares the performance of our method with SOTA benchmarks on the THU-READ dataset. Here we demonstrate the effectiveness of the proposed method for scene-based action recognition. As can be seen, our method exceeds the SOTA results and achieves the best average accuracy (90.04%) on the released protocol, which further demonstrates that our method is also robust to the complicated background and conversion of view angle.

V. CONCLUSION

In this article, we improve RGB-D-based motion recognition both from data and algorithm perspectives. First, we propose a novel video data augmentation method based on MixUp that can achieve spatial and temporal regularization for motion recognition. Second, we introduce a new video modeling method of spatiotemporal decoupling followed by multi-stage recoupling. Finally, we propose to improve multimodal gaze fusion by exploring modality-specific complementary correspondences over the multimodal semantic information. We hope our work can inspire more research works on both data- and algorithm-level motion recognition.

VI. LIMITATIONS

Although our method achieves the best performance on four public RGB-D motion datasets, there are still several limitations to UMDR. We summarize and collect them here. First, the current version is only capable of isolated motion recognition, meaning that each video corresponds to a single class. However, our method can be extended to continuous motion recognition, where one video can correspond to multiple classes. Because ShuffleMix has the inherent advantage of being able to speculate on class boundaries when processing video sequences mixed along the time dimension, allowing it to identify video clips corresponding to a particular class. This is the work we plan to pursue in the future. Second, we only explored our method on RGB-D modalities, while other modalities, such as optical flow and infrared, remain to be further validated. Third, due to the relatively heavy computation of the model, the current version may not be suitable for mobile deployment. Therefore, making the model lightweight is the direction of our future efforts.
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