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Despite much demonstrated success, existing methods are less effective for
applications that entail online processing. Examples abound, including video
surveillance, action recognition and human-computer interaction, to name
a few. Recently, some online video segmentation methods are proposed,
e.g., [4] and [6]. The global object appearance modeling without strong lo-
cal constraints in [4] and the target-independent proposals generation step
in [6] may cause inaccurate segmentation results, especially in the scene
with complex background or large motions.

We present a novel Joint Online Tracking and Segmentation (JOTS)
algorithm which integrates the multi-part tracking and segmentation into
a unified energy optimization framework to handle the video segmentation
task. The multi-part segmentation is posed as a pixel-level label assignment
task with regularization according to the estimated part models, and tracking
is formulated as estimating the part models based on the pixel labels, which
in turn is used to refine the model. The multi-part tracking and segmentation
are carried out iteratively to minimize the proposed objective function by a
RANSAC-style approach.

Figure 1: Main steps (upper part) and corresponding example (lower part)
of the proposed JOTS algorithm. (a) Initial multi-part model construction.
(b) Spectral matching for generating approximate target location. (c) An
example showing the iterative optimization process. (d) Final segmentation
result where the target boundary is delineated by red pixels.

Given simple user annotation followed by the interactive segmentation
method in the first frame, we first segment a target object from the back-
ground, and then use the Simple Linear Iterative Clustering (SLIC) algo-
rithm to generate the initial hypothesized models, as depicted in Figure 1(a).
The video segmentation task in this work is formulated by multi-part track-
ing and segmentation in a unified framework. That is, we optimize the
pixel labels f ∈ {l0} ∪ {l1, . . . , lk} and the target multi-part model M =
{M1, . . . ,Mk} simultaneously. For each pixel p in the image, we assign
it with a label fp indicating which part it belongs to (i.e., multi-part seg-
mentation) rather than merely identify it as the foreground or background
in previous methods, and optimize the target multi-part model M in the
current frame (i.e., multi-part tracking) simultaneously. The video segmen-
tation problem is formulated as {M∗, f ∗}= argminM,f E(M, f |M), where
M is the multi-part model in the previous frame, and M∗ and f ∗ are the
multi-part model and the pixel labeling result in the current frame. To solve
this problem, we first obtain the predicted target location using the dynamic
structure graph matching method [3], as shown in Figure 1(b). The coarsely
estimated target location is computed based on the votes of the matched
parts and determines the segmentation region.

In the segmentation region, we compute the solution {M∗, f ∗} by min-
imizing E(M, f |M). For the clarity of presentation, we omit M in the
following equations. Then a unified objective function integrates both multi-
part tracking and segmentation information, defined as

{M∗, f ∗}= argmin
M,f

{
D(f ,M)+ ∑

(p,q)∈N
Vp,q(fp, fq)+H(f ,M)

}
, (1)
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where D(f ,M) is the data term based on the current labeling f and multi-
part model M, Vp,q(fp, fq) is the smooth term describing the interactions be-
tween neighboring pixels, and H(f ,M) is the regularization term of D(f ,M)
to avoid overfitting [1, 5] by enforcing constraints of the models in pixel la-
beling.

A RANSAC-style method is proposed to obtain the solution in two steps
(See Figure 1(c)): 1. the pixel labels are assigned with the current estimated
multi-part model by the α-expansion algorithm [2]; 2. the target parts are
tracked according to the pixel appearance likelihood and motion consistency
with the current labeling.

Multi-part segmentation. In the multi-part segmentation stage, pixel
labels f are computed by the α-expansion algorithm with the regularization
term and a small set of reliable models in M are selected. The pixel labeling
problem is formulated as an energy minimization of the pairwise Markov
random field,

f ∗ = argmin
f

D(f ,M)+ ∑
(p,q)∈N

Vp,q(fp, fq)+H(f ,M), (2)

where D(f ,M) is the data term based on the labeling f and multi-part model
M, Vp,q(fp, fq) is the smooth term describing interactions between neigh-
boring pixels, and N is the 4-neighborhood relations between pixels. The
optimization problem can be solved by the α-expansion algorithm [2] with
graph cut effectively.

Multi-part tracking. In the multi-part tracking stage, some selected
models are improved by re-estimating multi-part model with the energy
function (3). Next, we add some hypothesized part models based on the
current labeling to expand the multi-part model M. Given the current pixel
labels f , the multi-part tracking problem is formulated as

M∗ = argmin
M

D(f ,M)+H(f ,M), (3)

Similar to [1], we disregard the regularization term at first and focus on
minimizing the first term of (3) using the Maximum Likelihood Estimation
(MLE) method to obtain the optimal models M∗.

These two steps are iterated until reaching the minimal energy of the
objective function such that the multi-part tracking facilitates the multi-part
segmentation, and vice versa. After the iterative optimization, we update the
multi-part model based on the optimal labeling and output the final segmen-
tation result (See Figure 1(d)).
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