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Introduction 

 Problems with existing metric learning methods 

• Applying PSD: expensive 

• No PSD: noisy 

• pos/neg samples: largely unbalanced 

 Contributions 

• APG solution to the PSD constrained logistic metric learning problem 

• Asymmetric pos/neg sample weights to balance pos/neg costs 

 Advantages 

• PSD+APG leads to low rank and smooth metric 

• APG solution is fast in convergence 

• PSD and asymmetric weights lead to notable improvements 

Cross-view Logistic Metric Learning 

 Formulation 

• Mahalanobis distance : 
  

• Loss function :  
  

• Full loss : 
  

• Problem : 

  

 APG Solution 

• Gradient : simplified matrix computation 

• Proximal operator : 

• Update rule : 

  
• Dimension reduction : 

 

asymmetric pos/neg 

sample weighting 

Experiments 

 Analysis： low rank and individual improvement 

 

 

 

 

 

 

 Comparison of metric learning methods with the same LOMO feature 

 

 

 

 

 Comparison to the published results 

 

 

 

 

 

 

 

Project Website and MATLAB Source Code 

 http://www.cbsr.ia.ac.cn/users/scliao/projects/mlapg/ 
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Fig. 6. On the VIPeR database. Fig. 8. On the CUHK Campus database. 

Fig. 4. On the VIPeR database. Fig. 5. On the QMUL GRID database. 

PSD constraint, smooth the solution 

Fig. 1. Fast rank shrinkage. Fig. 2. Low rank selection. Fig. 3. Improvements by PSD and 

weighting. 

Fig. 7. On the QMUL GRID database. 

Fig. 9. On the CUHK03 database. 


