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Bridging the Gap Between
Anchor-based and Anchor-free Detection via
Adaptive Training Sample Selection
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Differences between RetinaNet and FCOS




Differences between RetinaNet and FCOS
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Differences between RetinaNet and FCOS

@® Definition of positive and negative training samples

@ Regression starting status




Differences between RetinaNet and FCOS

@® Definition of positive and negative training samples

@ Regression starting status

(® Number of anchors tiled per location

one anchor point | A&
per location




Differences between RetinaNet and FCOS

@® Definition of positive and negative training samples

@ Regression starting status

® Number of anchors tiled per location

Which one is the essential difference?



Inconsistency Removal

@® Definition of positive and negative training samples

@ Regression starting status
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7

AP (%) 37.8 32,5 334 349 35.3 36.8 37.0




Inconsistency Removal

@® Definition of positive and negative training samples

@ Regression starting status

Inconsistency | FCOS RetinaNet (#A=1)

GroupNorm v v v v v/
GloU Loss v v v v/
InGTBox | v v v/
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Centerness
Scalar

AP (%) 37.8 |32.5)33.4 349 35.3 36.8 37.0




Inconsistency Removal

@® Definition of positive and negative training samples

@ Regression starting status
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Inconsistency Removal

@® Definition of positive and negative training samples

@ Regression starting status

Inconsistency | FCOS RetinaNet (#A=1)
GroupNorm v v v v v/
GloU Loss v v v v/
InGTBox | v v/
Centerness v v /

Scalar v \/
AP (%) 305 33.4 349 353 368




Essential Difference

@® Definition of positive and negative training samples

@ Regression starting status
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Essential Difference
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Essential Difference

@ Definition of positive and negative training samples
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Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples

2 . .



Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples
> . .

for each level 7 € [1, L] do
S; + select k anchors from A; whose center are closest

to the center of ground-truth g based on L2 distance:
end for

compute loU between C, and g: Dy, = [oU(Cy. g):
compute mean of Dy: mg = Mean(Dy):

compute standard deviation of Dy: v, = Std(D,):
compute [oU threshold for ground-truth g: t5 = mg + vg4:



Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples
> . .

for each level i € [1, L] do
S; + select k anchors from A; whose center are closest

to the center of ground-truth g based on L2 distance:

Cg = Cg US;:
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compute standard deviation of Dy: v, = Std(D,):
compute [oU threshold for ground-truth g: t5 = mg + vg4:



Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples
5 . .
for each level i € [1, L] do
S; + select k anchors from A; whose center are closest
to the center of ground-truth g based on L2 distance:
Cg = Cg US;:
end for

compute loU between C, and ¢: D, = JoU(C,.
compute mean of Dy: mg = Mean(Dy):

compute standard deviation of Dy: v, = Std(D,):




Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples
> . .

for each level i € [1, L] do
S; + select k anchors from A; whose center are closest

to the center of ground-truth g based on L2 distance:
Cg = Cg US;:
end for
compute loU between C, and g: Dy = [0U(Cy., g):
compute mean of Dy: mg = Mean(Dy):




Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples

2 . .

|
for each level i € [1, L] do ; gne
S; + select k anchors from A; whose center are closest : N—
. m, +v, =0.612 4 £ Y
to the center of ground-truth g based on L2 distance; el
Cg :Cg USz-; I v,=0.3 m, = 0.122
I m,=0312 0.32
end for : o 023 e 024 023
compute [oU between C, and g: Dy, = [0oU (Cq4, g): . _gon oor i = oy vy = 0.007
1 = . 0.03
compute mean of Dy: my = Mean(Dy): | i 22 oo
Compute “;T'll"ldrll'd devi E]tiOIl OfD s — ;Sf' d(D ) 1 Level 1 Level 2 Level 3 Level 4 Level 5 Level 1 Level 2 Level 3 Level 4 Level 5
L e q- -'g — <Ll qg)-
(a) (b)

compute loU threshold for ground-truth g: £, = mgy + vg: |



Adaptive Training Sample Selection (ATSS)

@ Definition of positive and negative training samples

2 . .

for each level i € [1, L] do

S; + select k anchors from A; whose center are closest

to the center of ground-truth g based on L2 distance:

Cqg =C4aUS;:
end for

compute loU between C, and g: D, = [0U(Cy, g):
compute mean of Dy: my = Mean(Dy):
compute standard deviation of D,: v, = Std(D,):

compute [oU threshold for ground-truth g: £, = m, + vg4:

Method

AP

AP5p APy

APy AP,

AP,

RetinaNet (#A=1)
RetinaNet (#A=1) + ATSS

37.0
39.3

55.1
57.5

39.9
42.8

214 412
243 433

43.6
51.3

FCOS
FCOS + Center sampling
FCOS + ATSS

37.8
38.6
39.2

55.6
574
573

40.7
414
424

221 418
223 425
227 431

43.8
49.8
515

0.88
my + v, =0.612 My ¥ 059219
v, =03 my, = 0.122
m, = 0.312 0.32
0.23 = 0.23
= - B oo
Level 1 Level 2 Level 3 Level 4 Level 5 Level 1 Level 2 Level 3 Level 4 Level 5
(a) (b)

ResNet-101 43.6 62.1 474 26.1 47.0 33.6
ResNeXt-32x8d-101 45.1 63.9 49.1 219 482 4.6
ResNeXt-64x4d-101 45.6 64.6 497 28.5 489 35.6

ResNet-101-DCN 46.3 64.7 504 217 49.8 384
ResNeX(-32x8d-101-DCN 417 66.6 521 293 50.8 59.7
ResNeX(-64x4d-101-DCN 477 66.5 519 29.7 50.8 594
ResNeXt-32x8d-101-DCN 30.6 68.6 56.1 33.6 529 062.2
ResNeX(-64x4d-101-DCN 50.7 68.9 56.3 332 529 024




Analysis

k 3 5 7 11 13 (5 17 10 | * Hyperparameter k

AP (%) | 38.0 38.8 39.1 393 39.1 390 39.1 392 389 is quite robust




Analysis

k 3 : 7 9 11 13 15 17 19
AP (%) | 38.0 38.8 39.1 393 39.1 390 39.1 392 389
Scale AP APEG AP?L,H APS APMr APL
5 39.0 57.9 41.9 23.2 42.8 50.5
6 39.2 57.6 42.5 23.5 42.8 S1.1
7 39.3 57.6 42.4 229 43.2 51.3
8 39.3 37.5 42.8 24.3 43.3 51.3
9 38.9 56.5 42.0 229 42.4 50.3

Aspect Ratio AP APs0 APr5 APg APy AP,
4:1 39.1 57.2 42.3 23.1 43.1 514
2:1 39.0 56.9 42.5 23.3 43.5 50.6
I:1 39.3 57.5 42.8 24.3 43.3 51.3
2:1 39.3 57.4 42.3 22.8 43.4 51.0
4:1 39.1 56.9 42.6 22.9 42.9 50.7

Hyperparameter k

IS quite robust

ATSS only tiles one
anchor boxes per
location

ATSS is robust to
different anchor
scales

ATSS is robust to
different anchor

aspect ratios



Discussion

@ Definition of positive and negative training samples
> : .

® Number of anchors tiled per location?

Inconsistency | FCOS RetinaNet (#A=1) Method #sc #ar | AP APy APys
GroupNorm | v/ v v/ RetinaNet (#A=9) | 3 3 : 552 388
GloU Loss | v/ v o/ Vv V| | +Imprs. 3 3 |I38.4) 562 41.6
InGTBox | v vV V' V| | +Imprs.+ATSS 3 3 [39.2 576 427
Centerness | v/ v V| | +Imprs.+ATSS 3 1 (393 577 426

Scalar v +Imprs.+ATSS 3 (392 571 425

AP (%) 37.8 |32.5 33.4 349 353 36.8 +Imprs.+ATSS | 1 |39.3 575 428

* Under the loU-based sample selection strategy, tiling more anchor boxes per location is effective



Discussion

@ Definition of positive and negative training samples

> : :
® Number of anchors tiled per location?
Inconsistency | FCOS RetinaNet (#A=1) Method #sc #ar | AP APy APys
GroupNorm | v/ v vV vV VvV V| [RetinaNet #A=9)| 3 3 | 363 552 33.8
GloU Loss | v/ v o/ Vv V| | +Imprs. 3 3 (384 562 416
InGTBox | v vV V' V| | +Imprs.+ATSS 3 57.6 427
Centerness v o/ +Imprs.+ATSS 3 ST.7T 42,6
Scalar v v | | +Imprs.+ATSS 1 57.1 425
AP (%) 37.8 [32.5 33.4 349 35.3 36.8 37.0 +Imprs.+ATSS | 575 428

* Under the loU-based sample selection strategy, tiling more anchor boxes per location is effective
* Under the proposed ATSS, tiling multiple anchors per location is a useless operation




Discussion

@ Definition of positive and negative training samples

2 . .

® Number of anchors tiled per location?

Inconsistency | FCOS RetinaNet (#A=1) Method #sc #ar | AP APsp APrgy
GroupNorm | v/ v vV vV VvV V| [RetinaNet #A=9)| 3 3 | 363 552 33.8
GloU Loss | v/ v o/ Vv V| | +Imprs. 33 (384 562 416
InGTBox | v vV V' V| | +Imprs.+ATSS 33 (392 576 427
Centerness | v/ v V| | +Imprs.+ATSS 3 1 (393 577 426

Scalar v v +Imprs.+ATSS I 3 1392 57.1 425

AP (%) 37.8 [32.5 334 349 35.3 36.8 37.0 +Imprs.+ATSS | 1 |39.3 575 428

* Under the loU-based sample selection strategy, tiling more anchor boxes per location is effective
* Under the proposed ATSS, t|||ng multlple anchors per location is a useless operatlon
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