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Abstract—Although face recognition has made dramatic im-
provements in recent years, there are still many challenges in
real-world applications such as face recognition for the elderly
and children, for the surveillance scenes and for Near infrared
vs. Visible light (NIR-VIS) heterogeneous scene, etc. Due to the
existence of these challenges, there are usually domain gaps
between training (source domain) and test (target domain). A
common way to improve the performance on the target domain
is fine-tuning the base model trained on source domain using
target data. However, it will severely degrade performance on
the source domain. Another way which jointly trains models
using both source and target data, suffers from the heavy
computations and large data storage, especially when we continue
to encounter new domains. In response to these problems, we
introduce a new challenging task: Single Exemplar Domain
Incremental Learning (SE-DIL), which utilizes the target domain
data and just one exemplar per identity from source domain
data to quickly improve the performance on the target domain
while keeping the performance on the source domain. To deal
with SE-DIL, we propose our Fast Adapting without Forgetting
(FAwF) method with three components: margin-based exem-
plar selection, prototype-based class extension and hard&soft
knowledge distillation. Through FAwF, we can well maintain the
source domain performance with only one sample per source
domain class, greatly reducing the fine-tuning time-cost and data
storage. Besides, we collected a large-scale children face dataset
KidsFace with 12K identities for studying the SE-DIL in face
recognition. Extensive analysis and experiments on our KidsFace-
Test protocol and other challenging face test sets show that our
method performs better than the state-of-the-art methods on both
target and source domain.

Index Terms—Single Exemplar, Domain Incremental Learning,
Fast Adapting without Forgetting, Face recognition.

I. INTRODUCTION

IN recent years, face recognition has made significant
progress with the development of deep learning [1]–[3].

However, there remain many challenges in real applications,
such as face recognition for the elderly and children, for
surveillance scenes and for near-infrared vs. RGB heteroge-
neous scene, etc. At present, most of the face datasets in
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Fig. 1. The process of Single Exemplar Domain Incremental Learning.
Starting with a well-trained base model, each time we encounter a new
domain, it can adapt to the new domain and preserve the performance of
the source domain, and finally, get superior generalization capabilities.

academia are celebrity faces collected from the Internet, such
as CASIA-WebFace [4], VGGFace2 [5] and MS-Celeb-1M
[6]. A well trained model on this data can only achieve good
performance in webface scenarios, however, it cannot handle
more complicated real-world scenarios, since existing training
data cannot cover those unseen domains. A common way to
cope with a new domain is to fine-tune the base model with
the target-domain data. However, this brings up a problem that
fine-tuning on the target domain will seriously degrade the
performance on the source domain, which is usually called
catastrophic forgetting. A straightforward solution is the joint
training strategy which fine-tunes the model on both source
and target domains simultaneously. However, it takes a lot
of time to fine-tune the model on the combined data since
the source data is generally very large. Besides, in the real
application, we expect the model can quickly adapt to the
target domain during deployment. Even worse, it will take
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Transfer Learning Incremental Joint Fast Adapting
(Fine Tuning) Learning Training without Forgetting

target domain performance best good best Xbest
source domain performance X worst X bad best Xbest

training efficiency fast fast X slow Xfast
storage requirement no little X large Xlittle

Fig. 2. Fast Adapting without Forgetting is a new transfer learning without forgetting method to fast adapt models to new domains. Compared with existing
knowledge transferring methods like transfer learning, incremental learning, and joint learning, our method achieves high performance on both source and
target domains with little data storage and computation cost.

huge training time and data storage if there are multiple target
domains which need to be adapted.

To reduce the computational cost and data storage when
deploying face systems, we introduce a new task: Single
Exemplar Domain Incremental Learning (SE-DIL), given one
sample per class in source domain and data from target
domain, a high-performance base model from source domain
is adapted to the target domain, aiming to achieve high
performance in target domain and keep the performance in
source domain. When multiple target domains are given, we
expect that the model can generalize well to them. Figure 1
shows the process of SE-DIL.

In this paper, the SE-DIL task is presented in face recog-
nition as follows: for the source domain, the dataset is con-
structed by the celebrity faces from the Internet (e.g., MS-
Celeb-1M [6]). On the other hand, we select children faces,
near infrared heterogeneous faces and surveillance faces as
target domains. Note that the aforementioned children face
dataset, named KidsFace, is collected by ourselves. KidsFace
contains 12,444 identities (10,444 for training and 2,000 for
test) and 354K images. We claim that KidsFace is a major
contribution to the face recognition society because: (1) most
face models work much better on adult faces than child one;
(2) children faces are scarce since they cannot be easily
collected using search engines by names like celebrity.

To deal with SE-DIL in face recognition, we propose
a novel method, Fast Adapting without Forgetting (FAwF),
with three components: margin-based exemplar selection,
prototype-based class extension and hard&soft knowledge
distillation. Figure 2 shows the comparison of our FAwF with
other knowledge transferring methods.

Our contributions can be summarized as:
(1) We introduce a new and challenging task Single Exem-

plar Domain Incremental Learning for a practical application
of face recognition, which aims to quickly adapt a high
performance base model to the target domain and keep the
performance on all previous domains at the same time.

(2) In response to SE-DIL, we propose a method FAwF
with three components: margin-based exemplar selection,
prototype-based class extension and hard&soft knowledge dis-
tillation. Based on that, we can conveniently adapt the model
to a new domain and keep the source-domain performance
with little data storage and computation cost.

(3) To study this problem in face recognition, we collected
a large-scale database of children faces with 12,444 identi-
ties, named KidsFace, which is the first large-scale children

database to our best knowledge. We will release the entire
KidsFace, when this paper is published.

(4) Sufficient experiments on KidsFace, CASIA NIR-VIS
2.0, QMUL-SurvFace for target domain and LFW, CALFW,
CPLFW, CFP-FP, AgeDB-30, IJB-C, MegaFace for source
domain show that our method not only achieves high perfor-
mance on the target domain but also keeps the performance on
the source domain with only one sample per old class retained.

II. RELATED WORKS

Our FAwF approach mainly builds on the insights of three
related problems to address Single Exemplar Domain Incre-
mental Learning: face recognition, incremental learning and
transfer learning.

A. Face Recognition

Thanks to the development of deep learning, face recogni-
tion has made unprecedented progress. DeepFace [7] first in-
troduces CNN model into face recognition. DeepID series [8]–
[10] explores multiple network architectures to improve per-
formance. FaceNet [3] tries a mount of network structures
to explore the trade-off between computation and accuracy.
Center loss [11] proposes to learn the class-specific feature
centers to make features more compact in the embedding
space. The L2-softmax [12] and NormFace [13] add a L2-
constraint on features and weights to promote the under-
represented classes. Recently, enhancing cosine and angular
margins between different classes is found to be effective
in improving feature discrimination. A-Softmax [14] adds
multiplicative angular margin to each identity to improve fea-
ture discrimination. CosFace [15] and AM-Softmax [16] add
additive cosine margin for better optimization. ArcFace [17]
moves the additive cosine margin into angular space to get
clear geometrical interpretation and better performance on
a series of face recognition benchmarks. AdaptiveFace [18]
changes the fixed margin to be learnable and class-related,
further squeezing the intra-class variations especially for poor
classes.

B. Incremental Learning

Incremental learning has been a long standing prob-
lem [19]–[26]. Some parameter based methods [27]–[29] try to
estimate the importance of each parameter in the base model
and try to change those significant parameters as small as
possible. However, it is difficult to find a reasonable metric
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Fig. 3. Overview of our Fast Adapting without Forgetting. It consists of Margin-based Exemplar Selection (MES), Prototype-based Class Extension (PCE)
and Hard&Soft Knowledge Distillation (H&S). The base model is not updated during training.

to evaluate all parameters. For class incremental learning,
LwF [30] first introduces knowledge distillation [31] to pre-
serve the knowledge of the base model. iCaRL [32] proposes
a method to select a small number of exemplars from each
old class to preserve old knowledge. EEIL [33] introduces
balanced fine-tuning to alleviate the imbalance between old
and new classes. BiC [34] adds a bias correction layer to
correct the bias between old and new data.

C. Transfer Learning

Transfer learning aims to address the problem when the
distribution of the training data from the source domain is
different from that of the target domain [35], [35]–[41]. Fine-
tuning a pre-trained network model such as ImageNet on a new
dataset is the most common strategy for knowledge transfer
in the context of deep learning. Most literature in this domain
analyzes the effect of pretraining on large-scale datasets with
respect to network architectures, network layers, and training
tasks [38], [39]. Methods have been proposed to fine-tune all
network parameters [42] or only the parameters of the last few
layers [35]. [36] investigates several regularization schemes
that explicitly promote the similarity of the fine-tuned model
with the original pre-trained model.

III. SINGLE EXEMPLAR DOMAIN INCREMENTAL
LEARNING

In this section, we first introduce a new task Single Ex-
emplar Domain Incremental Learning in section III-A. In
section III-B, we detail our proposed method Fast Adapting
without Forgetting to cope with Single Exemplar Domain
Incremental Learning.

A. Problem Description

Given a base model Net(θs) trained on the source-domain
and the data Dt from the target domain which contains Mt

samples, our goal is to adapt the base model to the target
domain while keeping the performance on the source domain
as high as possible with few examples per class. We denote
these exemplars Es = {(xis, yis), xis ∈ Ds, 1 ≤ yis ≤ Ns},
from the source domain data Ds. xis and yis are the image

and label in source domain, respectively. Ns is the number of
source domain classes. Note that, Ds and Dt have no class
overlap. When there is only a single exemplar per source
domain class, we call this task as Single Exemplar Domain
Incremental Learning (SE-DIL).

In this paper, we study SE-DIL in the context of face recog-
nition. Storing one sample for each old class can effectively
save data storage and training time. Note that conventional
incremental learning methods [32]–[34] always need to retain
at least 20 samples per old classes.

B. Fast Adapting without Forgetting

In this work, we propose the Fast Adapting without For-
getting (FAwF) method, which is designed to address three
key issues in SE-DIL. (1) how to select exemplars when
only one exemplar per old class can be retained; (2) how
to extend the classification layer when the number of target
domain classes increases; (3) what loss function to choose for
training. To address these three issues, FAwF proposed margin-
based exemplar selection, prototype-based class extension, and
hard&soft knowledge distillation. Figure 3 shows the overall
framework.

1) Margin-based Exemplar Selection: Since only one sam-
ple can be reserved for each old class, it is important to
select the most valuable exemplars to preserve source-domain
knowledge. In incremental learning, most methods [32]–[34]
keep the samples that are as close as possible to their class
center. However, in the case of SE-DIL, only one sample
can be reserved for each source domain class. We argue that
the sample closest to the class center is not the best one to
provide enough information to the model in the following
adaptation process. For the weights Ws of the classification
layer of the source domain model, they are equivalent to the
class centers or class prototypes for each class. If we keep the
closest sample to the class center of each class from the source
domain, it will produce very small loss in the consequent
target domain training and thus cannot provide more intra-
class information of the source domain.

In order to provide more diverse source domain intra-
class information in target domain training to preserve source
domain performance as much as possible, we propose the
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margin-based exemplar selection scheme to explore this idea.
With a given margin h, we select the sample whose distance
from the class center is closest to h as the exemplar of this
class. Specifically, we first extract features f is for all source
domain training samples using the source domain model
Net(θs). After that, we calculate the class center of each
class and the distance between the feature of each sample
and its class center. Finally, given the margin parameter h, the
sample that is closest to the distance h from its class center is
selected as the exemplar ej of the class j. Algorithm 1 shows
the specific process. In the experimental part, we try different
margins and find that if each class retains the sample closest
to the center of the class, the performance is far worse than
retaining a sample with a large margin, and it is not even as
good as random selection.

Algorithm 1: Margin-based Exemplar Selection
Input : Net(θs)

Ds = {(xis, yis), 1 ≤ i ≤Ms, 1 ≤ yis ≤ Ns}
Margin h

Output: Selected exemplars Es
1 for each sample xis in Ds do
2 Extract the feature f is of xis from Net(θs)
3 end
4 for j = 1 . . . Ns do
5 cj = Average(f is), y

i
s = j

6 distanceis = ||f is − cj ||, yis = j

7 ej = x
argmin(|distancei−h|)
s , yis = j

8 end
9 Es = {ej , 1 ≤ j ≤ Ns}

To further validate our idea, we analyze the average loss
of the exemplars with different margins in the beginning
and ending of the training process. As shown in the Fig-
ure 4(a), it can be seen that the exemplars from the source
domain with a small margin give small losses and cannot
be further optimized during training. However, the exemplars
with a large margin can give larger initial losses and can be
optimized together with target samples during training. We
think retaining a relative hard sample as the exemplar can
provide some intra-class information of the source domain,
which benefits for maintaining the performance of the source
domain. Besides, we also analyze the effect to the average
loss of the target-domain data when choosing the exemplars
with different margins. As shown in the Figure 4(b), the
exemplar selection strategy does not affect the target domain
performance much, which demonstrates that the choice of
different margin exemplars only affects the performance on
the source domain. In order to further confirm the idea, we
randomly select some samples in the training set of the source
domain, and calculate their average loss by models trained
with different margin exemplars, as shown in the Figure 4(c).
It can be seen that when h increases from 0 to 0.35, exemplars
with a larger margin can make the model have smaller loss on
the samples in the source domain, that is, achieve better results
in the retention of the performance on the source domain. For
example, the loss produced by the model when h = 0.35

(a)

(b)

(c)

Fig. 4. (a) The average loss of the exemplars from the source domain with
different margin h in the beginning and ending of the training process. (b)
The average loss of the samples from the target domain with different margin
h in the beginning and ending of the training process. (c) The average loss
of random samples from the source domain by models trained with different
margin h. For source-domain loss, the exemplars with a small margin almost
cannot be optimized during training and the exemplars with a large margin
can be well optimized. Besides, the exemplar selection strategy does not affect
the target domain performance much. Further, the model trained with larger
margin exemplars can produce smaller loss for the data in the source domain.

is significantly smaller than that produced by the model with
h = 0. When h is greater than 0.35, the loss increases slightly,
but it is still less than the result of h = 0.

2) Prototype-based Class Extension: Since face recognition
is an open-set classification task, in terms of network structure,
the classification layer needs to be expanded when continu-
ously adapted to new classes of new domains. For example,
if there are Ns classes in the source domain and Nt classes
in the target domain, then Ns + Nt classes are needed for
the classification layer of the model during adaptation. The
previous incremental learning methods [30], [32]–[34] use
random initialization for the weights of new classes. However,
in the SE-DIL problem, since the previous source domain
model already has high performance, in order to preserve more
source domain information, we propose Prototype-based Class
Extension to initialize the weights of the new classes for the
new domain Wt. For this, we introduce the class prototype
to initialize the weights of target classes in the classification
layer. Specifically, we use the base model Net(θs) to extract
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features ft of all samples of the target domain, and calculate
the prototype to represent each new class. The most intuitive
way is to average all the features of the class directly, as
follows:

pj =

∑
yit=j

f it

Nt
, 1 ≤ j ≤ Nt (1)

where pj is the prototype of the target class j and yit is the
label of the target samples xit. The Wt is initialized by these
prototypes:

Wt = [p1, p2, . . . , pNt ] (2)

However, the class-center prototype is easily influenced by
outliers. In this paper, we introduce the quality factor µit to
weight each image. The quality of each image can be assessed
by the feature norm [12] µit =

∥∥f it∥∥. The calculation of the
prototypes thus becomes as follows:

pj =

∑
yit=j

µitf
i
t∑

yit=j
µit

, 1 ≤ j ≤ Nt (3)

We will discuss the effect of the quality factor in the
experiments. Finally, the prototype of the new class is filled
into the expanded classification layer. Algorithm 2 summarizes
the prototype-based class extension. The proposed extension
method not only achieves better performance, but also speeds
up the convergence of training.

Algorithm 2: Prototype-based Class Extension
Input : Net(θs)

Dt = {(xit, yit), 1 ≤ i ≤Mt, 1 ≤ yit ≤ Nt}
Output: Weight vectors Wt of target domain classes

1 for each sample xit in Dt do
2 Extract the feature f it of xit from Net(θs)
3 end
4 for j = 1 . . . Nt do

5 pj =

∑
yi
t=j

µi
tf

i
t∑

yi
t=j

µi
t

, µit is quality factor

6 wj = pj
7 end
8 Wt = {wj , 1 ≤ j ≤ Nt}

3) Hard&Soft knowledge distillation: In terms of the loss
function, we employ two loss functions in our network finetun-
ing. Firstly, the hard label classification loss directly classifies
exemplars in Ds and samples in Dt to their corresponding
labels. Given an input feature vector f i with its corresponding
label yi, we use the CosFace [15] for hard label classification:

Lc=− 1

Mt +Ns

Mt+Ns∑
i=1

log
e
s(cos(θ

iyi )−m)

e
s(cos(θ

iyi )−m)
+
∑Nt

j=1,j 6=yie
s cos(θij)

(4)

cos θij = wT
j f

i, ‖wj‖ = 1, ‖f i‖ = 1 (5)

where Mt is the number of samples of target domain, Nt is
the number of target domain classes, wj denotes the weight
vector of class j, s is the scale factor and m is the margin
parameter in CosFace.

Besides the hard-label classification loss, we also propose
soft activation distilling loss to better retain the information

of the source domain, where the soft activation in the softmax
layer on the base model Net(θs) is used to guide the training.
Specifically, we denote the output logits of the base model
and the new model as ôNs(x) = [ô1(x), ..., ôNs

(x)] and
oNs+Nt(x) = [o1(x), ..., oNs

(x), oNs+1(x), ..., oNs+Nt
(x)],

respectively. The distilling loss is formulated as follows:

Ld = −
1

Mt +Ns

Mt+Ns∑
i=1

Ns∑
j=1

π̂j(xi) log[πj(xi)] (6)

π̂j(xi) =
eôj(xi)/T∑Ns

k=1 e
ôk(xi)/T

, πj(xi) =
eoj(xi)/T∑Ns

k=1 e
ok(xi)/T

(7)

where T is the temperature scalar. The distilling loss is com-
puted for all samples from the target domain and exemplars
from the source domain. Note that the base model is not
updated during training.

The overall loss combines the classification loss and the
distilling loss as follows:

L = Lc + λ · Ld (8)

where the scalar λ controls the strength of distilling loss Ld,
which is discussed in the experiments.

4) Comparison with Previous Methods: For the proposed
task SE-DIL in this paper, the most relevant topic is incre-
mental learning, so in this part we compare our FAwF method
with the previous incremental learning methods first. LwF [30]
does not need to preserve the old class samples and only
uses the distillation loss function to preserve the old class
information, which leads to its inability to fully preserve the
old class performance. In contrast, our FAwF is able to retain
high source domain performance with very few source domain
samples through a new exemplar selection and classification
layer extension methods.

iCaRL [32], EEIL [33] and BiC [34] all need to keep the
samples of the old classes to preserve the performance of the
old classes in subsequent training, but unlike our approach,
they all need to keep a certain number of samples per classes
(typically 20), whereas our FAwF only needs to keep single
exemplar per class of the source domain. Moreover, about
exemplar selection, these methods select the samples closest
to the class center as the exemplars. In FAwF, we find that in
the case of keeping only one exemplar per class, the sample
with a certain margin with the class center can provide more
intra-class information of the source domain for subsequent
training, thus retaining more source domain performance. In
addition, in terms of class extension, these previous methods
all use random initialization to extend the weights of new
classes, while this paper proposes a new quality factor based
prototype initialization method to extend the weights of target
domain classes, enabling the model to retain more source
domain information. Besides, the task is also related to transfer
learning. Compared with transfer learning methods [40], [41],
FAwF can transfer to the target domain while preserving the
performance of the source domain, and does not require the
co-occurrence data to complete the transfer.
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TABLE I
TABLE OF CHILD-RELATED FACE DATASETS.

Dataset No. of Subjects No. of Images Avg. Images / Subject Type Public
NITL [43] 314 3144 10 child No

CMBD [44] 106 1060 10 child No
ITWCC [45] 304 1705 5.6 adult+child No

CLF [46] 919 3682 4 child No
FG-NET [47] 82 1003 12.2 adult+child Yes
CACD [48] 2000 163446 81.7 adult+child Yes

MORPH-II [49] 13000 55134 4.2 adult+child Yes
KidsFace 12444 354594 28.5 child Yes

IV. KIDSFACE DATASET

In this work, we further collect a children face database
to validate the effectiveness of proposed method. Since the
children data is scare and difficult to collect, the current
public webface dataset contains only a very small number of
children faces, which in turn leads to the large bias between
the domains of webface samples and children face images.
This is directly reflected in the poor performance of the well-
trained webface model on the children test set, which is shown
in the section V-B. We use the children face recognition as the
first target domain and examine the performance of proposed
method. To this end, we collect and try our best to clean up
to get a database with 354K images from 12,444 identities,
named KidsFace database in this work.

Table I shows the information for different child-related
face databases. It can be seen that the publicly available data
sets containing children are all age-related databases (FG-
NET [47], CACD [48], Morph-II [49]), most of which are
adult images, not specifically for children. There are three
children face databases (NITL [43], CMBD [44], CLF [46]),
but not publicly available, containing relative limited subjects,
with the largest being 919 identities (CLF [46]). In contrast,
the collected KidsFace is not only the largest in terms of data
size (354k images) compared to previous databases, but also
the database specifically for children faces. It will contribute
to the future study on children’s face recognition and cross-
domain and multi-domain face recognition. We will release
the entire KidsFace dataset, when this paper is published1.

Figure 5 shows some samples in KidsFace. Then we se-
lected 2K identities of them as the test set, named KidsFace-
Test, and the remaining 10, 444 identities as training set,
named KidsFace-Train. Within our knowledge, this is the first
large-scale children face database for face recognition.

V. EXPERIMENTS

A. Experimental Settings

Preprocessing We detect faces by the FaceBox [50]
detector and localize 5 landmarks (two eyes, nose tip and
two mouth corners) by a simple 6-layer CNN. All the faces
are normalized by similarity transformation and cropped to
112× 112 RGB images.

CNN Architecture PyTorch [51] is used to implement
our proposed methods. All CNN models in the experiments

1KidsFace will be available soon at http://www.cbsr.ia.ac.cn/users/kidsface/
main.htm

Fig. 5. Some samples in KidsFace. Images on the same line belong to the
same identity.

follow the same architecture in this paper, which is a 50-layer
residual network [1] same as LResNet50E-IR in [17]. It has
four residual blocks and finally gets a 512-dimensional feature.
The networks are trained on TITANX GPUs and the batch size
is set to fill all the GPU memory.

Training Data In this paper, for the base model of source
domain, we trained it on MS1M-RetinaFace [52] which is a
clean version of the MS-Celeb-1M dataset [6]. In total, there
are 5.1 million images of 93K identities remaining. For the
target domain training, we use the KidsFace-Train, CASIA
NIR-VIS 2.0 [53] and QMUL-SurvFace [54] separately to
learn the target domain information while preserving infor-
mation about the source domain. CASIA NIR-VIS 2.0 [53]
is the mostly used near-infrared heterogeneous face dataset
because it is the largest public and most challenging near-
infrared database. It is collected in four recording sessions
from 2007 to 2010. There are large variations of the same
identity, including lighting, expression, pose, and distance. The
total number of the subjects in this database is 725. Each
subject has 1-22 VIS and 5-50 NIR images. Since each image
is randomly gathered, NIR and VIS images have no one-to-
one correlation. QMUL-SurvFace [54] is a challenging low-
resolution surveillance face dataset, in which low-resolution
face images are native and not synthesised by artificial down-
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TABLE II
THE PERFORMANCE (%) OF BASELINE MODELS ON KIDSFACE-TEST (TAR @ 10−5 FAR), LFW, LFW BLUFR (TAR @ 10−4 FAR), CALFW,
CPLFW, CFP-FP, AGEDB-30, IJB-C (TAR @ 10−4 FAR) AND THE TRAINING TIME OF EACH MODEL. 1-ST AND 2-ND BEST RESULTS ARE IN

BOLD/UNDERLINE RESPECTIVELY.

Model
Target Domain 1 Source Domain

Training
Time(days)KidsFace

-Test
LFW

LFW

BLUFR
CALFW CPLFW CFP-FP AgeDB-30 IJB-C

JT(Upper Bound) 90.239 99.75 99.84 95.98 92.88 98.11 98.03 95.19 2.4

BaseS 53.687 99.73 99.84 95.98 92.63 98.11 98.03 95.02 5.5

BaseT 70.872 90.42 25.02 74.36 64.48 68.08 66.20 35.48 0.3

FT 84.661 96.08 60.62 84.43 75.53 79.47 79.40 78.84 0.16

FAwF 86.846 99.75 99.79 95.95 92.19 97.82 97.91 94.37 0.1

sampling of native high-resolution images. It contains 463,507
face images of 15,573 distinct identities captured in real-world
uncooperative surveillance scenes across wide space and time.
Besides, during training, these face images are horizontally
flipped randomly for data augmentation.

Evaluation Setup For each image, we extract features only
from the original image as the final representation. The score is
measured by the cosine distance of two features. Finally, face
verification and identification are conducted by thresholding
and ranking the scores. We use KidsFace-Test, CASIA NIR-
VIS 2.0 [53], QMUL-SurvFace [54] as three sequential target
domains and use LFW [55], LFW BLUFR [56], CALFW [57],
CPLFW [58], CFP-FP [59], AgeDB-30 [60], IJB-C [61] and
MegaFace [62] (clean version from ArcFace [17]) as the
databases from source domain.

B. Baseline Models

Base model in source domain For the base model of the
source domain(BaseS), we use CosFace [15] to train the model
on MS1M-RetinaFace from scratch. The m of CosFace is 0.4
and s is 64. It is the staring model that used for fine-tuning
on the target domain in all the following experiments.

Base model in target domain For the sake of comparison,
we also used KidsFace-Train to train a model from scratch
with the same loss function CosFace, named BaseT.

Joint training For joint training (JT), we use all the data
from MS1M-RetinaFace and KidsFace-Train to fine-tune the
BaseS. For the extension of the classification layer, we use
BaseS to get the prototypes to fill the weight vectors of the
classification layer. In this way, we simulate the process of
joint training when encountering a new domain and having
the base model BaseS in the real application. We treat the
results of joint training as the performance upper bound in
this paper.

Fine-tuning For fine-tuning model (FT), we use KidsFace-
Train to fine-tune the base model BaseS without initializing
the weight vectors of KidsFace-Train classes.

We evaluate these benchmark models on both the KidsFace-
Test of the target domain and the LFW [55], CALFW [57],
CPLFW [58], CFP-FP [59], AgeDB-30 [60], IJB-C [61] of
the source domain. The results are shown in Table II. It
can be seen that the BaseS has high performance on the

Method IRIS
1E-1 1E-2

Contrastive 52.62 32.88
Triplet 47.06 29.64

LwF [30] 50.66 23.75
iCaRL [32] 53.38 25.48
EEIL [33] 55.50 27.92
BiC [34] 58.21 33.50

FAwF 58.48 33.66

Fig. 6. The first-stage performance of our FAwF and other comparison
methods on IRIS (target domain) and IJB-C (source domain).

source domain but poor performance on the target domain. The
performance of the BaseT is improved compared to the BaseS
in target domain, but the performance on the source domain
is extremely poor. Although JT achieves the best performance
on both the target domain and the source domain, it utilizes
all the source domain data and suffers from large data storage
and training time. The performance of FT in the target domain
is relatively high, but the performance on the source domain is
much lower than that of BaseS. Our proposed FAwF achieves
a significant improvement on the target domain compared to
BaseS, while the performance on the source domain is almost
not degraded compared to BaseS (the decline is less than 0.8%
on all source domain protocol). Compared with JT, FAwF has
a significant reduction in training time.

C. Overall Benchmark Comparisons

In this part, we evaluate the performance of proposed FAwF
on sequential domains, i.e., from webface (source domain) to
children faces (1st target domain), and to NIR-VIS hetero-
geneous faces (2nd target domain), and to surveillance faces
(3rd target domain). Besides, we use a large number of generic
face test sets to evaluate the performance of our method on
the source domain. The base model of all the methods in the
first stage is BaseS, and the base models in the second and
third stage are the models obtained by each method after the
previous stage training. We compare the methods of metric
learning and incremental learning with our FAwF. For metric
learning, we use contrastive loss and triplet loss to fine-tune
the BaseS with KidsFace-Train, respectively. For incremental
learning methods (iCaRL [32], EEIL [33] and BiC [34]), we
reserve one sample per old class and retain the sample closest
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TABLE III
THE FIRST-STAGE PERFORMANCE OF OUR FAWF AND OTHER COMPARISON METHODS ON KIDSFACE-TEST (TAR @ 10−5 FAR), LFW, LFW BLUFR
(TAR @ 10−4 FAR), CALFW, CPLFW, CFP-FP, AGEDB-30, IJB-C (TAR @ 10−4 FAR) AND AND MEGAFACE. “E” INDICATES FINE-TUNING WITH

EXEMPLARS OF SOURCE DOMAIN.

Method
Target Domain 1 Source Domain

KidsFace-Test LFW
LFW

BLUFR
CALFW CPLFW CFP-FP AgeDB-30 IJB-C

MF1

Rank 1

MF1

Veri.

Contrastive 83.753 99.22 95.53 93.15 87.75 94.70 94.06 83.02 83.815 85.484

Trplet 85.057 99.20 94.22 92.96 86.25 93.48 92.18 81.80 85.823 86.676

LwF [30] 84.977 95.83 52.80 84.63 73.96 77.15 79.71 59.04 40.145 37.355

iCaRL [32] 73.894 99.68 99.35 95.76 90.38 95.97 96.95 91.74 94.117 95.215

EEIL [33] 73.585 99.70 99.49 95.70 90.70 95.57 97.31 91.91 95.162 96.030

BiC [34] 81.722 99.45 98.72 95.33 87.65 91.54 95.95 79.69 90.681 92.508

FAwF 86.846 99.75 99.79 95.95 92.19 97.82 97.91 94.37 96.899 97.123

TABLE IV
THE SECOND-STAGE PERFORMANCE OF OUR FAWF AND OTHER COMPARISON METHODS ON CASIA NIR-VIS 2.0 (TAR @ 10−5 FAR),

KIDSFACE-TEST (TAR @ 10−5 FAR), LFW, LFW BLUFR (TAR @ 10−4 FAR), CALFW, CPLFW, CFP-FP, AGEDB-30 AND IJB-C (TAR @ 10−4

FAR). “E” INDICATES FINE-TUNING WITH EXEMPLARS OF SOURCE DOMAIN AND THE FIRST TARGET DOMAIN.

Method
Target Domain 2 Target Domain 1 Source Domain

CASIA NIR-VIS 2.0 KidsFace-Test LFW
LFW

BLUFR
CALFW CPLFW CFP-FP AgeDB-30 IJB-C

Contrastive 99.291 30.585 98.72 87.70 90.96 85.21 92.18 91.35 78.01

Trplet 99.267 57.864 98.93 92.48 92.11 84.23 90.72 91.01 71.57

LwF [30] 97.881 70.706 96.08 54.91 84.30 73.16 75.87 78.91 58.10

iCaRL [32] 95.586 72.425 99.68 99.52 95.61 90.63 95.84 97.18 91.20

EEIL [33] 93.862 70.412 99.72 99.45 95.68 90.20 95.41 97.21 89.83

BiC [34] 94.660 72.596 99.50 98.53 95.05 86.80 90.01 95.65 76.62

FAwF 99.629 84.731 99.73 99.78 95.95 92.36 98.05 97.96 94.33

TABLE V
THE THIRD-STAGE PERFORMANCE OF OUR FAWF AND OTHER COMPARISON METHODS ON QMUL-SURVFACE (TAR @ 10−2 FAR), CASIA NIR-VIS
2.0 (TAR @ 10−5 FAR), KIDSFACE-TEST (TAR @ 10−5 FAR), LFW, LFW BLUFR (TAR @ 10−4 FAR), CALFW, CPLFW, CFP-FP, AGEDB-30

AND IJB-C (TAR @ 10−4 FAR). “E” INDICATES FINE-TUNING WITH EXEMPLARS OF SOURCE DOMAIN AND THE FIRST TARGET DOMAIN.

Method
Target Domain 3 Target Domain 2 Target Domain 1 Source Domain

QMUL-SurvFace
CASIA NIR

-VIS 2.0

KidsFace

-Test
LFW

LFW

BLUFR
CALFW CPLFW CFP-FP AgeDB-30 IJB-C

Contrastive 44.2 1.216 10.974 86.07 4.78 64.81 63.48 65.00 62.01 14.62

Trplet 50.0 1.006 17.139 91.32 20.24 70.93 69.10 72.60 64.43 24.22

LwF [30] 54.7 0.483 14.441 78.72 2.77 57.98 60.38 61.94 51.28 7.72

iCaRL [32] 56.5 54.977 63.519 99.60 99.29 95.30 87.21 88.48 96.36 86.12

EEIL [33] 57.5 54.131 64.492 99.63 99.27 95.53 87.05 88.50 96.56 86.30

BiC [34] 45.5 65.568 61.374 99.08 96.62 93.93 80.60 78.02 93.48 74.73

FAwF 59.3 97.906 71.004 99.70 99.74 95.46 91.28 96.83 97.15 90.43

to the class center in their way, i.e. h = 0 in margin-based
exemplar selection. For LwF [30], no exemplar is needed.

Table III showcases the results of these methods after the
first stage. Compared with other methods, the proposed FAwF
not only achieves the best performance on the target domain
test set (86.846% on KidsFace-Test), but also achieves the best
performance on all source domain benchmarks (e.g., 96.899%
on MF1 Rank1). The methods of metric learning achieve good

performance on the target domain, but the performance on the
source domain drops significantly, reflecting the catastrophic
forgetting phenomenon. For incremental learning methods,
most of them can maintain high source domain performance,
but the performance on the target domain is not satisfactory.
For example, EEIL can reach 95.162% on MF1 Rank1, but
only 73.585% on the target domain.

In addition, we conduct the first stage experiments on a
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thermal face dataset, IRIS Face Database [63]. Since there
is no official test protocol for this database and no distinction
between training and test sets, we have designed a test protocol
for this database. Specifically, we used the data of the first 21
identities (“Balage” to “priya”) in the database as the training
set and the data of the remaining 10 identities (“Rangan”
to “vivek”) as the test set. Figure 6 shows the results of
different methods on this database. Our FAwF has the highest
performance in both source and target domains compared
to other methods, which is consistent with the results on
KidsFace.

Table IV shows the results of these methods after continuing
the second stage near-infrared heterogeneous face training
based on the first stage. It can be seen that our FAwF still
obtains the highest performance on the second target domain,
and also achieves the best performance on the first target
domain and source domain. The metric learning methods
can still achieve good performance on the target domain
at this stage, but the performance on the source domain
and the previous target domain is significantly reduced. For
the incremental learning methods, they still cannot achieve
satisfactory performance on the target domain.

Table V shows the third stage results. The proposed FAwF
can still achieve the highest performance in all target domains
and source domains in the third stage. Unlike the previous
two stages, the incremental learning methods also achieve
relatively good performance on both the source and target
domains.

Fig. 7. Target domain performance (%) of FAwF with different h on
KidsFace-Test (TAR @ 10−5 FAR) and average performance on three source
domain protocols (CPLFW, CFP-FP and IJB-C (TAR @ 10−4 FAR)).

D. Exploratory Experiments

Effect of h in Margin-based Exemplar Selection. Since
only one sample can be reserved for each old class of the
source domain, it is essential to decide which sample is
selected as the exemplar for that class. In this section, we
build an experiment to explore the effects of margin-based
exemplar selection with different margin h. By varying h from
0 to 0.5, we fine-tune the base model BaseS on the KidsFace-
Train using our proposed FAwF. In this part, we only use
CosFace as the loss function. We evaluate the performance
on the target domain on KidsFace-Test and the performance
on the source domain on CPLFW, CFP-FP and IJB-C. The

Fig. 8. (a) Target domain performance (%) of FAwF with different µit on
KidsFace-Test (TAR @ 10−5 FAR) and average performance on three source
domain protocols (CPLFW, CFP-FP and IJB-C (TAR @ 10−4 FAR)). (b)
Target domain performance (%) of FAwF with different λ on KidsFace-Test
(TAR under 10−4 FAR) and average performance on three source domain
protocols.

results are shown in Figure 7. We can see that as h increases,
all models can achieve high performance (over 86.5%) on the
KidsFace-Test. As for the performance of the source domain,
we observe a obvious trend that the performance gradually
increases with the increasing of h and get saturated when
h = 0.45, then slightly decreasing. The common used h = 0,
which is the class center, is not a good choice in this task. We
also add a control experiment with randomly selected samples
as exemplars. The source domain performance result is that
retaining the sample closest to the center of the class (94.07%)
is not even as good as retaining a random sample per old class
(94.59%). This validates our hypothesis that hard exemplar can
bring more information about source domain compared with
simple exemplar during fast adapting.

Effect of µit in Prototype-based Class Extension. To
investigate the effect of adding the quality factor µit, we
compared the performance without using µit (µit = 1) and
using the norm of feature as the quality factor (µit =

∥∥f it∥∥),
as shown in the Figure 8(a), where h is set to 0.35. It can
be seen that the performance of using the quality factor has a
steady improvement on both the target domain and the source
domain.

Effect of λ in H&S Knowledge Distillation. In order to
explore the effect of distilling loss, we varied the λ from 0
to 10 to fine-tune the model with FAwF. h is set to 0.35.
Figure 8(b) shows the results for different lambdas. When λ =
0, the distill loss is not used. As we can see, the performance of
the target domain decreases slightly with λ increasing, while
the performance of the source domain is slightly improved.
Overall, the impact of λ on performance is small. In other
experiments when using hard&soft knowledge distillation, we
set the λ to 1.

E. Ablation Study

To demonstrate the effectiveness of the three components
in our framework, we run a number of ablations to ana-
lyze the improvements from margin-based exemplar selection,
prototype-based class extension and hard&soft knowledge
distillation, respectively. From Table VI, we can see that
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TABLE VI
ABLATION STUDY ON KIDSFACE-TEST (TAR @ 10−5 FAR), LFW, LFW BLUFR (TAR @ 10−4 FAR), CALFW, CPLFW, CFP-FP, AGEDB-30,

IJB-C (TAR @ 10−4 FAR) AND AND MEGAFACE. PCE INDICATES THE PROTOTYPE-BASED CLASS EXTENSION, MES INDICATES THE MARGIN-BASED
EXEMPLAR SELECTION, H&S INDICATES THE HARD&SOFT KNOWLEDGE DISTILLATION. H INDICATES THAT ONLY THE CLASSIFICATION LOSS

FUNCTION IS USED.

PCE MES H&S
Target Domain 1 Source Domain

KidsFace-Test LFW
LFW

BLUFR
CALFW CPLFW CFP-FP AgeDB-30 IJB-C

MF1

Rank 1

MF1

Veri.

- - H 86.039 98.85 86.32 94.21 85.30 87.87 93.70 85.88 80.466 82.978

X - H 86.645 99.68 99.66 95.86 91.61 96.97 97.23 93.63 94.598 95.350

X X H 86.825 99.73 99.78 95.96 92.53 97.65 97.66 94.36 96.645 96.682

- - H&S 73.641 99.70 99.41 95.56 90.49 95.34 97.24 91.04 92.688 92.893

X - H&S 87.045 99.73 99.69 95.76 91.76 97.45 97.28 93.93 95.294 96.385

X X H&S 86.846 99.75 99.79 95.95 92.19 97.82 97.91 94.37 96.899 97.123

improvement from prototype-based class extension is the most
obvious on both target and source domains (from 86.039%
to 86.645% in KidsFace-Test and more than 10 percentage
point increase in LFW BLUFR and MF1). Besides, margin-
based exemplar selection has a significant improvement on
the performance of the source domain (from 94.598% to
96.645% in MF1 Rank 1). Finally, Using hard&soft knowledge
distillation alone can significantly improve the performance of
the source domain (from 85.88% to 91.04% in IJB-C), but it
will harm the performance of the target domain (from 86.039%
to 73.641% in KidsFace-Test). When combining H&S with
the other two parts, it can still bring a slight improvement
for source domain performance. When the three parts are
combined, FAwF can greatly improve the performance of the
source domain while ensuring that the performance in the
target domain is higher than 86.8%.

VI. CONCLUSION

In this paper, we introduce a new challenging task Single
Exemplar Domain Incremental Learning (SE-DIL), which
utilizes target-domain data and a little source-domain data to
quickly improve the performance on the target domain based
on a well-trained base model while keeping the performance
on the source domain. To cope with SE-DIL, we propose
the Fast Adapting without Forgetting (FAwF) method, which
consists of margin-based exemplar selection, prototype-based
class extension and hard&soft knowledge distillation. Besides,
for studying the SE-DIL in face recognition, we collected a
large-scale children face dataset KidsFace with 12K identities.
Extensive experiments show that proposed FAwF can well
maintain the source domain performance with only one sample
per source domain class and outperforms the state-of-the-art
methods on both target and source domains.
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