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1. Motivation

• 1:N matching

• 1:1 matching
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1. Motivation

Loss Functions Decision Boundaries

Softmax 𝑊1 −𝑊2 𝑥 + 𝑏1 − 𝑏2 = 0

SpherFace [CVPR2017] 𝑥 (cos𝑚𝜃1 − cos 𝜃2) = 0

CosFace [CVPR2018] 𝑠 cos 𝜃1 −𝑚 − cos 𝜃2 = 0

ArcFace [CVPR2019] 𝑠 cos(𝜃1 +𝑚) − cos 𝜃2 = 0



1. Motivation

AM-LFS [ICCV2019]



1. Motivation

Hand-Crafted:

Search:

• Require great effort to 

explore the large 

design space

• Search space is 

complex and unstable

Softmax

SphereFace [CVPR2017]

CosFace [CVPR2018]

ArcFace [CVPR2019]

AM-LFS [ICCV2019]



2. Formulation

• Margin-based Softmax Loss:

• Softmax Loss:



2. Formulation

• Softmax probability:

• Margin-based Softmax

probability:

modulating factor:



2. Formulation

• The success of margin-based softmax losses is how to reduce the softmax

probability p:

• AM-LFS:



2. Formulation

• Our search space p_m=h(a,p)*p is always less than the softmax

probability p while the piece-wise linear functions p_m=a_i*p+b_i

are not. The discriminability of AM-LFS is not guaranteed;

• There is only one parameter a to be searched in our formulation 

while the AM-LFS needs search 2M parameters. The search space of 

AM-LFS is complex and unstable;

• Our method has a reasonable range of the parameter (a<= 0) hence 

facilitating the searching procedure, while the parameters of AM-

LFS a_i and b_i are without any constraints.



2. Formulation

• Random-Softmax: 

Randomly set the modulating factor (a≤0) at each training epoch.

• Search-Softmax: 

Update the distribution of a and search the best model from B   

candidates for the next epoch. 



3. Experiments

Overlap Removal



3. Experiments

• Data processing: 

We detect the faces by adopting the FaceBoxes detector and localize 

five  landmarks  through a simple 6-layer CNN. The detected faces are 

cropped and resized to144×144.

• CNN architecture: 

We use the SEResNet50-IR as the backbone, which is also publicly 

available at the website https://github.com/wujiyang/Face_Pytorch
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4. Conclusion

• We  identify that for margin-based softmax losses, the key to enhance the 

feature discrimination is actually how to reduce the softmax probability.  

• We define a simple but very effective search space, which involves only 

one parameter to search. Accordingly, we design a random and a reward-

guided method to search the best candidate.

• We conduct extensive experiments on a variety of face recognition 

benchmarks.

• Code and datasets: http://www.cbsr.ia.ac.cn/users/xiaobowang/

http://www.cbsr.ia.ac.cn/users/xiaobowang/
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