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Abstract—We present a system that takes a gray level image as input, locates edges with subpixel accuracy, and links them into lines. Edges are detected by finding zero-crossings in the convolution of the image with Laplacian-of-Gaussian (LOG) masks. The implementation differs markedly from M.I.T.'s as we decompose our masks exactly into a sum of two separable filters instead of the usual approximation by a difference of two Gaussians (DOG). Subpixel accuracy is obtained through the use of the facet model [1]. We also note that the zero-crossings obtained from the full resolution image using a space constant σ for the Gaussian, and those obtained from the 1/n resolution image with 1/n pixel accuracy and a space constant of n/σ for the Gaussian, are very similar, but the processing times are very different. Finally, these edges are grouped into lines using the technique described in [2].

Index Terms—Edge operator, image processing, image segmentation, subpixel accuracy edge detection, zero-crossings of second derivative.

I. INTRODUCTION

EDGE DETECTION plays a crucial part in any vision system. Success at subsequent levels depends heavily on a good low-level feature extraction. Edge detectors can be classified in two broad classes: gradient operators and second derivative operators. For a general survey, the reader is referred to [3]. Gradient operators respond with a broad peak at an edge location, therefore these operators require a thinning or maximum detection step, which degrades resolution [4]. Second derivative operators, on the other hand, respond with a zero-crossing at an edge location, which can be interpolated with a precision depending on the signal-to-noise ratio.

A number of papers have been published on the respective advantages of directional operators and rotationally invariant operators [5]–[7]. Here, we choose rotationally invariant operators to reduce the number of convolutions to only one. The direction that yields the maximum slope is then found by examining a local neighborhood (3 × 3 pixels).

In a first step, we locate zero-crossings with pixel precision, that is we mark the edge on the pixel that has the smallest absolute value. Then, for the eight neighbors around this point, we fit a parametric polynomial function. We can then create a grid several times finer in the row and column directions, in which pixel values are the values of the analytic function sampled at this point. On this grid, we extract zero-crossings with pixel precision. Since the information extracted describes not only position, but orientation and energy, it can be used to link these edge points into segments using an iterative straight line fitting technique.

The next section presents general elements relating to the shape and size of LOG masks, Section III presents an implementation of the computation, in which the LOG operator is decomposed exactly into the sum of two separable filters, Section IV details the algorithm to locate zero-crossings and find their orientation, Section V presents the method to fit the data with polynomials, Section VI discusses issues involved in reducing the resolution, and Section VII presents results.

II. ZERO-CROSSING OF LAPLACIAN–GAUSSIAN FILTERED IMAGES

The use of LOG convolution masks was first suggested by Marr [5]. In two dimensions:

\[
\nabla^2 G(x, y) = \frac{1}{2\pi \sigma^4} \left(2 - \frac{(x^2 + y^2)}{\sigma^2}\right) \exp\left[-\frac{(x^2 + y^2)}{2\sigma^2}\right],
\]

where \(\sigma\) is the space constant of the Gaussian, and we define \(w = 2\sqrt{2}\sigma\) as the width of the central excitatory region of the operator. In our work, the size \(s\) of the operator is about 3w, or 8.5\(\sigma\); 99.7 percent of the area under a 1-D Gaussian lies between plus and minus 3 standard deviations from the mean, giving an area very close to zero for \(\nabla^2 G\). These parameters are illustrated in Fig. 1.

According to the Marr–Hildreth theory of edge detection, intensity edges occurring at different resolutions are located by convolving the image with a series of LoG filters having different spatial frequency parameters and then finding the contours where the corresponding convolution output crosses zero. Although specific aspects of this theory remain open to discussion [4], [8], [9], we have been using an implementation of it with good results in various aerial image understanding systems [10], [11] and an
edge-based stereo system [12] at USC over the course of the past few years.

Intensity changes are detected in an image $I(x, y)$ by finding the zero-crossings in $\nabla^2 G(x, y) * I(x, y)$, where $*$ denotes convolution. The filter sensitivity to an intensity change having a certain width is primarily associated with $w$, the width of the central excitatory region of the operator; the smaller the value of $\sigma$, the space constant of the Gaussian, the more sensitive the filter and the more detail is seen at the cost of poor noise tolerance.

A. Detection of Intensity Changes

Wherever an intensity change occurs, there is a peak in the first directional derivative of the intensity and a zero-crossing in the second directional derivative. Detection of intensity changes is then reduced to finding the zero-crossings in the second derivative of the intensity in the direction of maximum slope at the zero crossing. By using an orientation-independent operator, the number of required convolutions is reduced to one and the direction that yields the maximum slope is found locally. This direction is also used to compute a magnitude to be associated with each zero-crossing.

Fig. 2(a) shows the intensity profile of an ideal step edge taken in the direction $d_{\max}$ for which the slope measured at the corresponding zero-crossing shown in Fig. 2(b) is maximum. We define a zero-crossing as a point where the response of the filter goes through a zero in a $3 \times 3$ neighborhood.

In our implementation, the magnitude is computed by either of three user selected methods:

- Local slope. The largest slope in the four possible quantized directions of a $3 \times 3$ neighborhood.
- The peak to peak difference. The minimum and maximum points on both sides of the zero-crossing are located in the direction of largest local slope. $|P_2 - P_1|$, in Fig. 2(b).
- Energy. The absolute value of the area under the peak to peak curve. $|a_1| + |a_2|$, in Fig. 2(b).

It should be noted that either of the last two methods, although more computationally expensive, leads to a better estimate of the validity of the zero-crossing as it more accurately describes the response of the filter at that point.

The orientation is approximately the direction perpendicular to the direction of maximum slope, as explained below.

B. Edge Position Accuracy at Zero-Crossings

The detection of edges with accurate position depends on $w$, the width of the excitatory region of the operator. In general, the zero-crossing contours of features having a size smaller than $w$ are displaced, and may become fused with the zero-crossing contours of nearby features. However, this phenomenon becomes useful in certain applications where the goal is to obtain global edges, including edges in uniformly textured images, as in the halftone image presented in the results section.

The accuracy of LoG operators has been reported informally in [13] and [14] and studied in detail in [15]. Figs. 3–7 show some of the aspects involved.

In Fig. 3(a) the profile of a bright feature of size $d$ is shown (solid line) superimposed on the profile of a LoG (broken line) with central width $w$. Fig. 3(b) shows the profile of the operator’s response (broken line) and dotted vertical lines where zero-crossings are detected and marked as edges. For any $d$ smaller than $w$ the response is the same and the zero-crossings are displaced by $(w - d)/2$. Note also the large influence of each edge on one another. The positive energy is much larger than the negative energy (shaded areas).

In Fig. 4(a), the size $d$ of the bright feature, is larger than $w$ but smaller than $s$, the size of the operator. Fig. 4(b) shows the operator response (broken line) and the two vertical dotted lines representing the detected posi-
Ramp and roof edges are very common. Second derivative operators will have a single zero response inside a smooth ramp if the size of the operator is greater than or equal to the width of the ramp. Therefore the widest ramp edge that we can detect is limited in width to $s$.

The profile of the LoG with central width $w$ and size $s$ is shown again in Fig. 5(a) superimposed on the profile of an intensity ramp edge. The operator response is shown in Fig. 6(b) (broken line). An edge is detected, as shown in Fig. 5(b) by the vertical dotted line, as long as the width $d$ of the edge is smaller than the size $s$ of the operator. Otherwise no edge is marked since we do not detect the zero-crossing, as shown in Fig. 6(a) and (b).

The operator response to the narrow roof edge shown in Fig. 7(a) is shown in Fig. 7(b). If the width $d$ of its ramps is smaller than $w$, the zero-crossings of the operator response are displaced by $(w - d)/2$, as in the case of a step edge, although the influence of each ramp on each other’s edge magnitude is less pronounced.

III. SEPARABLE DECOMPOSITION OF THE LAPLACIAN–GAUSSIAN OPERATOR

One unusual aspect of the Marr–Hildreth theory is its use of very large operators. In contrast to more conventional edge detection algorithms in which the operators rarely exceed a size of $5 \times 5$ pixels (see [16], [17]), the
LoG filters used in this theory typically span supports of hundreds or thousands of pixels. To perform these large convolutions in a reasonable amount of time, previous implementations [18]–[20] have relied on approximating the LoG operator by a Difference Of two Gaussian (DOG) functions having different space constants. The main reason advanced for the choice of DOG over LoG is of physiological nature [5], even though the optimal filter is the LoG.

Fig. 8 represents the LoG (solid line) with a space constant \( a = 12.35 \), and the closest possible equivalent DOG (broken line), corresponding to \( \sigma_1 = 10 \) and \( \sigma_2 = 16 \), in the optimal ratio proposed in [5]. Even though these two functions appear very similar, the required support for the DOG is slightly larger than for the LoG since they have the same excitatory region, but the inhibitory region of the DOG is shallower. In her Master’s thesis [13], Hilldreth proposed to use a support of \( 4w \), where \( w \) is the size of the excitatory region of the operator, while we found that about \( 3w \) is sufficient for a LoG.

Another consideration comes from a computational point of view on a serial machine: the Gaussian is a separable function, so each of the convolutions can then be realized as successive one-dimensional row and column convolutions, thus reducing the total number of operations required at each pixel from \( M^2 \) to \( 2M \), where the size of the filters is \( M \times M \) pixels. For a typical operator (\( M = 30 \)), this approach reduces the amount of computation by a factor of 15 and renders use of large LoG operators practical. Using this technique, Nashihara and Larson [20] have been able to construct in hardware a convolver which can process a \( 1000 \times 1000 \) 8-bit image with a \( 32 \times 32 \) DOG operator in approximately one second [18].

We found that this approximation is not necessary. Capt. David King of the USAF observed when he was a student at USC [11], that it is possible to decompose the LoG into a sum of two separable filters and realize similar
computational savings without resorting to the DOG approximation. The Laplacian–Gaussian operator has the functional form:

\[ \nabla^2 G(x, y) = K \left( \frac{x^2 + y^2}{\sigma^2} \right)^2 \exp \left( - \frac{x^2 + y^2}{2\sigma^2} \right) \] (2)

where \( K \) is a scale factor. Equation (2) can be rewritten as the sum of two separable filters, \( h_{12}(x, y) \) and \( h_{21}(x, y) \), as follows:

\[ \nabla^2 G(x, y) = h_{12}(x, y) + h_{21}(x, y) \] (3)

where

\[ h_{12}(x, y) = h_1(x)h_2(y) \] (4)
\[ h_{21}(x, y) = h_2(x)h_1(y) \] (5)
\[ h_1(\xi) = \sqrt{K} \left( 1 - \frac{\xi^2}{\sigma^2} \right) \exp \left( -\frac{\xi^2}{2\sigma^2} \right) \] (6)
\[ h_2(\xi) = \sqrt{K} \exp \left( -\frac{\xi^2}{2\sigma^2} \right). \] (7)

In our implementation (written in SAIL for a TOPS-20 machine), all convolutions are performed using integer arithmetic. The value of the scale factor \( K \) is chosen so that the peak filter coefficient is represented to the desired number of bits of accuracy, the sum of the resulting filter coefficients is zero, and arithmetic overflow is avoided as the convolution values are computed. The filter is truncated at the radius where the remaining coefficients fall to zero. A typical example is shown in Appendix A. Additional computational savings can be realized by performing both separable convolutions in parallel to reduce data access and by taking advantage of the even symmetry of the row and column filters to reduce the number of multiplications by another factor of 2.

IV. Predicate-Based Algorithm for Determining Edge Location and Orientation

When using second derivative edge operators such as the LoG, edges are located by determining the positions where the convolution output crosses zero and changes sign. For certain applications, such as stereo systems using epipolar geometry [19], zero-crossings may be detected by simply scanning the convolved image horizontally for two adjacent pixels of opposite sign or three adjacent pixels, the middle of which is zero-valued and the other two are of opposite sign. However, when such detection algorithms are extended to two dimensions, care must be exercised to assure that the detected zero-crossing contours preserve the size and shape of the regions of opposite sign which they bound and to prevent anomalies, such as the creation of extraneous edges along oblique edge segments. These considerations become particularly important when small operators are used and the number of regions in the convolved image increases.

A. Huertas and D. King have developed an efficient, predicate-based algorithm [11], [14] for locating zero-crossings in two dimensions. In this algorithm, each \( 3 \times 3 \) neighborhood in the convolved image is inspected to see whether it matches one of eleven allowable zero-crossing predicates which define a total of twenty four edge positions. These predicates are shown in Appendix B. The plus and/or minus signs in the templates indicate that a positive and/or negative value must be present at that position in the filtered image. A letter shown at a given position indicates a value to be tested. The position of an edge in the window is indicated by a circled pixel, and the corresponding direction is indicated by an arrow next to it.

If a \( 3 \times 3 \) window in the filtered image matches one of these predicates, edges are marked at the appropriate pixels and the corresponding edge magnitudes and directions are computed. The 11 predicates are specifically constructed to preserve the topology of the signed regions and prevent the detection of extraneous edges. Since these templates explicitly model the signs of the pixel values in the \( 3 \times 3 \) window, they also constrain the local edge orientation (tangent of zero-crossing contour). In our implementation, we quantize the local orientation to eight levels and use the constraints imposed by the predicates to limit the choice of orientation to one of the eight possible values. The three possible edge orientations are the nominal direction of the edge predicate (see Appendix B) and the two directions \( 45^\circ \) to either side. The full value of edge direction is taken as the one having the least variance along its diagonal. We have found empirically that this technique produces much better estimates of local edge direction than simply computing the gradient over the \( 3 \times 3 \) neighborhood of the edge point, determining the direction of maximum gradient and then choosing a direction orthogonal to it. For additional details on the zero-crossings detection algorithm, see Appendix B.

V. Fitting a Continuous Function on a Digital Grid

A. Discussion

We use the facet model [1] to accomplish subpixel accuracy. Zero-crossings give good localization of edges, and we assume that in the neighborhood of a zero-crossing, the filtered image can be well modeled by a polynomial. Subpixel values are then obtained by sampling this continuous function on a regular grid whose size depends on the desired resolution. Here the interpolating function is a polynomial in the image row and column coordinates.

We assume that in a \( 3 \times 3 \) neighborhood, the polynomial takes the form:

\[
\begin{align*}
f(r, c) &= k_0 + k_1r + k_2c + k_3r^2 + k_4rc \\
&+ k_5r^2c + k_6r^2c^2 + k_7r^2c^2.
\end{align*}
\] (8)

To compute these coefficients, it is convenient to use the following Chebyshev discrete orthogonal polynomial set, as they generate simple filters:
Let $I_{\text{LoG}}$ be the image convolved with a LoG filter. For each single precision zero-crossing at location $(r, c)$ in $I_{\text{LoG}}$, the fitting problem is to determine the coefficients $a_0, \ldots, a_8$ such that

$$I_{\text{LoG}}(r, c) = \sum_{n=0}^{8} a_n P_n(r, c).$$

(8)

If $W$ represents a small window containing a zero-crossing, then with $r, c, i, j$, in $W$, these coefficients are given by:

$$a_n = \frac{\sum_{i, j} P_n(r, c) I_{\text{LoG}}(r, c)}{\sum_{i, j} P_n^2(i, j)}.$$

(9)

Equation (2) implies that the fitting coefficients can be computed as a linear combination of the data values in $I_{\text{LoG}}$, with coefficients:

$$\frac{P_n(r, c)}{\sum_{i, j} P_n^2(i, j)}.$$

(10)

The masks to compute the coefficients (10) in a $3 \times 3$ neighborhood are shown in Fig. 9.

### B. Implementation

To compute the zero-crossings with subpixel accuracy we carry out the following steps:

1. Convolve the image $I$ of size $R \times C$ with a LoG filter of size $M^2$, and obtain a filtered image $I_{\text{LoG}}$ of size $R \times C$.

2. Compute a zero-crossings image $I_{\text{cxings}}$ of size $R \times C$ by locating the zero-crossings in $I_{\text{LoG}}$, using the algorithm discussed above.

3. For each zero-crossing detected and marked as an edge in $I_{\text{cxings}}$, and for its eight neighbors, compute the real valued function $f_{\text{LoG}}$ defined over the real plane by fitting the polynomial set to the filter response values in the corresponding positions in $I_{\text{LoG}}$.

4. Compute a new zero-crossings image $F_{\text{cxings}}$ of size $nR \times nC$ by locating the zero-crossings in a digital grid determined by the desired subpixel resolution $n$, over the square plane which is the domain of $f_{\text{LoG}}$. Subpixel zero-crossings are located using the same algorithm as for pixel accuracy zero-crossings detected discussed above.

### VI. Reducing the Resolution

LoG filters require a very large support, specially for large $\sigma$. We note, however, that these filters are bandpass, and extract mostly low frequency information for large $\sigma$, suggesting that we may consider reducing the sampling frequency.

This would translate into:

1. reducing the resolution,
2. using a smaller filter to compensate for the reduction,
3. using our subpixel edge detection scheme to recover the edges at the original resolution.

### A. Discussion

It is convenient to address the issues involved by looking at the behavior of the LoG in the frequency domain. Consider the 1-D LoG:

$$\nabla^2 G(r) = K\left(1 - \frac{r^2}{\sigma^2}\right) \exp\left[-\frac{r^2}{2\sigma^2}\right].$$

(11)

with Fourier transform:

$$\omega^2 \exp\left[-\frac{\omega^2 \sigma^2}{2}\right].$$

(12)

where $\omega = 2\pi f$, which is a bandpass filter with a maximum at

$$\omega = \frac{\sqrt{2}}{\sigma}.$$

(13)

For large values of $\sigma$, this filter will extract the low frequency information in the image; therefore, it is conceivable to reduce the sampling frequency as long as the spectrum of the original image does not extend too far, otherwise aliasing effects will be produced.

To further reduce this effect, instead of simply subsampling the image by a factor of $k$, we replace every $k$th pixel by the average of the surrounding pixels in a $k \times k$ window. This, in the frequency domain, is equivalent to
multiplying the spectrum by the filter

\[
\text{Sinc} \left( \frac{k \omega}{2} \right) \tag{14}
\]

Once this reduction is performed, we have to convolve the new image with a mask that has the same characteristics as the original one. Since the sampling frequency is \(k\) times larger, the new mask should have a new space constant \(k\) times smaller than the original \(\sigma\).

**B. Limitations**

First, the largest frequency of the reduced spectrum should still fall outside of the passing band of the LoG filter. We can make the rough estimate that the maximum passing frequency is three times the frequency of the peak, \(\omega_{\text{max}}\), which is \(\sqrt{2}/\sigma\); the value of the function at \(3\omega_{\text{max}}\) is about 1000 smaller than the peak value.

Therefore we have the relation:

\[
3 \frac{\sqrt{2}}{\sigma} < \frac{\pi}{k} \tag{15}
\]

where \(k\) is the reduction factor.

Therefore

\[
k < 0.75\sigma. \tag{16}
\]

The second factor is image dependent, as reducing the resolution by a factor \(k\) folds the spectrum on itself \(k\) times, and this may create aliasing in the passing band of the filter. If no aliasing occurs, then the spectrum of the reduced image should be identical to the spectrum of the original image for low frequencies.

Fig. 10 shows the spectrum of the LoG filter with a \(\sigma\) of 8, and the spectra of the averaging filters for the values of \(k = 4, 8, 16,\) and \(32\). The resolution is 128 pixels.

**VII. Results**

We present results on four different images to illustrate various points associated with our technique. The processing times for a DEC 10 Tops-20 machine using decomposed and nondecomposed filters are summarized in Tables I and II.

**A. Circle**

In Fig. 11, we present the edge extraction process on the image of a circle digitized on a 64 \(\times\) 64 grid. Fig. 11(a) shows the zero-crossings obtained with pixel precision, magnified eight times. We convolved the image with a small 5 \(\times\) 5 filter with \(\sigma = 0.75\). Fig. 11(b) shows the zero-crossings from the same image computed with an accuracy of \(\frac{1}{4}\)th of a pixel. Fig. 11(c) shows the upper left quadrant of this image with a grid corresponding to the original pixel size. This example demonstrates that connectivity is preserved by using the facet model and that this type of interpolation does indeed give nicer results by a more extensive use of the information present in the digital array. Table I shows the timing information for the processing of this image.

**B. Aerial Image**

This example shows an aerial view of two light buildings on a textured background. Fig. 12(a) is the gray level
representation of this image, the resolution is 75 × 75, coded on 8 bits.

The image was convolved with a small 9 × 9 filter with \( \sigma = 1.0 \). Fig. 12(b) shows the pixel accuracy zero-crossings image, magnified four times. Because of the texture background there are a number of "forks," or points where many edge lines meet, making it difficult to link the edge points into connected curves. The large number of edges detected on the roof of the building correspond to actual intensity changes that are difficult to observe in the photograph but are present in the image.

Fig. 12(c) shows the zero-crossings detected with \( \frac{1}{4} \) pixel accuracy. A much better separation of adjacent features is performed here.

Fig. 12(d) and (e) shows the oriented "segments" obtained for pixel and subpixel accuracy, respectively. These segments are obtained by fitting straight lines through the edge points using a given tolerance, typically two pixels. In this example, the linking program gets confused in the upper left corner portion of the building, creating incorrect segments. This does not happen with subpixel accuracy because the "fork" areas are not ambiguous any more. Table I shows the timing information for the processing of this image.

C. Eye Image

Fig. 13(a) displays the intensity representation of this image; we use two resolutions of this image, 256 × 256 × 8 and 64 × 64 × 8 in order to compare the performance of a pixel edge detector with a \( \sigma \) value of 4 on the full resolution image with a \( \frac{1}{8} \)th pixel accuracy edge de-
Fig. 13. Eye Image: (a) Original image (256 × 256 pixels). (b) Pixel precision zero-crossings from the convolution of the reduced image (64 × 64 pixels) and a LoG with σ = 1.00, magnified four times. (c) Subpixel precision zero-crossings from (b) with 1/4th pixel accuracy. (d) Pixel precision zero-crossings from the convolution of (a) and a LoG with σ = 4.0. (e) The quantity log (1 + f^2), where f is the spectrum, for the full resolution (256 × 256 pixels) image of the eye. The quantities were thresholded at 1/3 the value of the peak. (f) The same quantity for the reduced version of the eye image (64 × 64) pixels.

Detector on the lower resolution image with a σ value of 1.0. The filter sizes are 31 and 9 pixels, respectively.

Fig. 13(b) shows the pixel accuracy zero crossing image, magnified four times. Here again, there are a number of forks. The ambiguity is resolved in Fig. 4(c) which shows the zero crossings with 1/4th pixel accuracy.

When we compare this result to the pixel accuracy zero-crossings on the full resolution image and a filter with a σ four times larger, shown in Fig. 13(d), we find only very small differences, at a substantial savings in computation time, as shown in Table II.

Fig. 13(e) and (f) show the quantity log (1 + f^2), where f is the spectrum, for the full and reduced resolution images of the eye, respectively. The quantities were thresholded at 1/3 the value of the peak.
Fig. 14. Halftone Image: (a) Gray level image (512 × 512 pixels). (b) Zero-crossings at pixel accuracy from (a) with $a = 16.3$. (c) Zero-crossings at pixel accuracy from reduced image (128 × 128 pixels) and a LoG with $a = 4.2$. (d) Subpixel precision zero-crossings from (c) with $i$th pixel accuracy. (e) The quantity log $(1 + f^2)$, where $f$ is the spectrum, for the full resolution (512 × 512 pixels) halftone image. The quantities were thresholded at $\frac{1}{255}$ the value of the peak. (f) The same quantity for the reduced version of the halftone image (128 × 128 pixels).

D. Halftone Image

Fig. 14(a) shows a high resolution 512 × 512 × 8 halftone image. Since the distance between successive dot centers is constant along the halftone screen angle, we can design a LoG filter with the appropriate size to detect the global edges in the image. In our example, the distance between the dots is 11.2 pixels, leading to a LoG filter with a 44.8 pixel wide excitatory region. Fig. 14(b) shows the zero-crossings contours obtained form the full resolution image using a decomposed LoG filter with excitatory region 46 pixels wide and an overall size of 105 pixels.

Fig. 14(c) shows the pixel accuracy zero-crossings image, magnified four times, obtained by convolving the $\frac{1}{4}$th...
resolution (128 × 128 × 8) version of the same halftone image, with a decomposed LoG filter of size 31 pixels and central region 12 pixels wide. Fig. 14(d) shows the zero-crossings contours obtained from the 1/4th resolution image with 3/4th pixel accuracy. We note that the contours obtained are very similar to those obtained from the full resolution image but the filter needed to detect the global edges as well as the time required to obtain them are very different, as shown in Table II.

Fig. 14(e) and (f) show the quantity log (1 + f²), where f is the spectrum, for the full and reduced resolution halftone images, respectively. As in the previous example, the quantities were thresholded at 1/255 of the value of the peak.

\[
\text{row: } h_1( ) = [0 \ 1 \ 5 \ 17]
\]

\[
\text{col: } h_2( ) = [-1 \ -6 \ -17 \ -17]
\]

VIII. CONCLUSION

We have illustrated the following points:

- It is indeed possible to obtain meaningful edges with subpixel precision by interpolation, and the facet model seems to perform adequately.
- Subpixel precision sometimes allows to remove the ambiguity met by an edge linking procedure.
- Extracting zero-crossings with 1/n pixel precision using a filter with a space constant σ give very similar results to those that would be obtained by extracting zero-crossings with pixel precision using a filter having a space constant given by nσ, from a full resolution image, provided that n is chosen subject to the limitations discussed.
- Detecting global or macro edges in images requires the use of very large convolution masks and substantial processing time. Considerable savings in processing time are achieved by using separable LoG masks and by performing the processing at a lower resolution using a scheme such as the one proposed.

APPENDIX A

EXAMPLE OF SEPARABLE DECOMPOSITION OF A LoG FILTER

The following example illustrates the decomposition of a small (11 × 11) LoG filter (σ = √2, K = 4232). The one-dimensional row and column filters, the reconstructed 2-D LoG filter, and the original LoG filter are shown. (Only the upper left quadrants of the filters are shown since they are rotationally symmetric.) The value of the space constant (σ = √2) is chosen so that the width ω of the central excitatory region of the filter is 4 pixels (ω = 2√2σ). The value of the scale constant (K = 4232) is chosen arbitrarily so that the peak filter coefficient is represented with 12-bit precision and the sum of the filter coefficients of the reconstructed filter is zero. The value of the scale constant is not directly related to the size of the operator. However, larger scale constants will require additional support, and arbitrary truncation of the coefficients is not desirable for it may become difficult to generate a balanced operator (having a sum of coefficients equal to zero).

The filter pixel size and the image pixel size are not related. In our implementation the convolution sum is accumulated in a 36-bit image buffer and can be normalized by the norm of the filter (absolute sum of coefficients) and optionally scaled to adjust its dynamic range before writing it to the output file (the desired pixel size of which is specified by user).

The very small difference between coefficients of the reconstructed and original filters is due to quantization effects of having represented the coefficients of the row and column filters as integers.

Row and column filters:

\[
\begin{bmatrix}
36 & 46 & 36 & 17 & 5 & 1 & 0 \\
18 & 46 & 18 & -17 & -17 & -6 & -1
\end{bmatrix}
\]

Reconstructed Laplacian–Gaussian filter (upper left quadrant):

\[
\begin{bmatrix}
0 & -1 & -5 & -17 & -36 & -46 \\
-1 & -12 & -47 & -119 & -198 & -230 \\
-5 & -47 & -170 & -374 & -522 & -552 \\
-17 & -119 & -374 & -578 & -306 & 0 \\
-36 & -198 & -522 & -306 & 1296 & 2484 \\
-46 & -230 & -552 & 0 & 2484 & 4232
\end{bmatrix}
\]

Original Laplacian–Gaussian filter (upper left quadrant):

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -2 & -3 & -4 \\
0 & 0 & -1 & -6 & -19 & -35 & -43 \\
0 & -1 & -10 & -43 & -114 & -196 & -233 \\
0 & -1 & -6 & -43 & -165 & -369 & -521 & -558 \\
0 & -2 & -19 & -114 & -369 & -573 & -303 & 0 \\
0 & -3 & -35 & -196 & -521 & -303 & 1283 & 2472 \\
0 & -4 & -43 & -233 & -558 & 0 & 2472 & 4232
\end{bmatrix}
\]

APPENDIX B

ZERO-CROSSING PREDICATES

In our predicate-based algorithm for zero-crossing detection in two dimensions each 3 × 3 neighborhood in the convolved image is inspected to see whether it matches one of eleven allowable zero-crossing predicates, shown below as predicates A–K, which define a total of 24 edge positions (nonredundant combinations of pixel signs in the 3 × 3 neighborhood and zero-crossing positions). The plus and/or minus signs in the templates indicate that a positive and/or negative value must be present at that position in the filtered image to obtain a match. The window positions have been labeled a–i from left to right, top to
The predicates comprise two major groups of cases. The first group (predicates A–D) deals with the zero values in the convolution output. Each predicate has a nominal direction associated with it. Predicate A is south, predicate B is north, predicate C is west, and predicate D is east. The diagonal directions need to be considered only within either the predicates for vertical edges or the predicates for horizontal edges.

The four predicates are applied in succession from A to D and cover all the eight possible edge directions of a zero-crossing at the center pixel. We test for sign first to determine a matching predicate. If no match is found then no zero-crossing is detected. Otherwise, a zero-crossing is detected at the center pixel, as shown by the encircled pixel in the e position. The subcases with the matching predicate, which involve additional testing of signs as well as pixel values, are applied to determine the orientation of the edge.

Consider an example: if the pixel value to the left of the zero is positive and the pixel value to the right of the zero is negative, regardless of the other pixel values in the $3 \times 3$ window, then this configuration matches pred-
The second group of predicates (E–K) deal with the positive-to-negative transitions in the convolution output. We have chosen to examine the $3 \times 3$ neighborhood of the positive-valued pixels to look for transitions to negative values. The predicates are matched in succession from E to K, and as with the previous group, we match signs first. Note that it is not necessary to consider the positions at the four corners of the $3 \times 3$ neighborhood since the two dimensional scan eventually processes them.

Let us examine predicate E for example:

- If the $e$ and $f$ pixels are positive and the $d$ pixel is negative then:
  - Case 1: If the $b$ pixel is positive and the $h$ pixel is negative then:
    - If $|h|$ pixel $< |e|$ pixel then a zero-crossing is detected in position $h$, and has direction northwest. Instead or, in addition, if $|d|$ pixel $< |e|$ then a zero-crossing is also detected in position $d$, and has direction northwest. Exit.
    - Otherwise, the zero-crossing is detected at position $e$, and has direction northwest. Exit.
  - Case 2: If the $b$ pixel is negative and the $h$ pixel is positive then:
    - If $|b|$ pixel $< e$ pixel then a zero-crossing is detected in position $b$, and has direction northeast. Instead or, in addition, if $|d|$ pixel $< |e|$ a zero-crossing is also detected in position $d$, and has direction northeast. Exit.
    - Otherwise, the zero-crossing is detected at position $e$, and has direction northeast. Exit.
  - Case 3: If the $b$ and $h$ pixels are positive then:
    - If $|d|$ pixel $< e$ pixel, then the zero-crossing is detected at position $d$, and has direction north. Exit.
  - Case 4: None of the above. Mark the $e$ pixel as a zero-crossing with direction north (the nominal default edge direction for this predicate). Exit.

Otherwise examine the next predicate.
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