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Abstract. Face recognition performance can be significantly influenced
by face image quality. The approved ISO/IEC standard 19794-5 has spec-
ified recommendations for face photo taking for E-passport and related
applications. Standardization of face image quality, ISO/IEC 29794-5,
is in progress. Bad illumination, facial pose and out-of-focus are among
main reasons that disqualify a face image sample. This paper presents
several algorithms for face image quality assessment. Illumination con-
ditions and facial pose are evaluated in terms of facial symmetry, and
implemented based on Gabor wavelet features. Assessment of camera fo-
cus is done based on discrete cosine transform (DCT). These methods
are validated by experiments.

Keywords: Face image quality, international standard, facial symmetry,
out-of-focus.

1 Introduction

The approved ISO/IEC standard 19794-5[3] includes instructions for lighting,
facial pose, focus, and so on, for taking face photos for applications such as E-
passport. Illustrated by Fig[Il which is a standard face image, we can see besides
normative requirements of size and proportion, the face is uniformly illuminated
and captured from right ahead with no rotation or pitching, out-of-focus is not
admissible either.

In ISO/IEC 19794-5, out-of-focus, non-frontal posture and side lighting are
regarded as primary elements for poor face image quality. Clause 7.3.3 has reg-
ularization that captured image shall always be in focus from nose to ears and
chin to crown, while clauses 7.2.2 and 7.2.7-7.2.10 require uniform illumination
and fix the angel control for deviation from frontal head posture with respect to
Pan/Tilt/Roll axis.

Face images of bad quality which do not accord with the requirements of
the standards is a reason leading to face recognition performance degradation.
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Fig. 1. Standard face image agreed with ISO/IEC 19794-5[3]

Table 1. Face image requirements in ISO/IEC-19794-5

Clause Attribute Constraint
Scene Posture control on deviation from frontal
Illumination Uniformly illuminated with no shadow
Background Plain light-colored
Eyes Open and clearly visible
Glasses No flash reflections, dark tint or heavy frames
Mouth Closed and clearly visible
Photographic = Head position Placed in the center
Distance to camera Moderate head size
Color Color neutral and no red eye
Exposure Appropriate brightness
Digital Focus No out-of-focus and in Good sharpness
Resolution Width constraint of the head

Non-standard lighting or pose and out-of-focus are among the main reasons re-
sponsible for the performance degradation. One solution, where most researchers
commit themselves, is to improve the algorithm itself by making it robust to pos-
sible degradation.

In virtue of face image quality evaluation method, face image quality are
evaluated before subsequent enrollment and comparison and unqualified images
will be abandoned so as to stabilize the systems performance. A framework for
image quality evaluation was proposed in [I] and subsequently adopted in a draft
of ISO/IEC 29794-5 [2].

Draft of ISO/IEC 29794-5[2] specifies methodologies for computation of ob-
jective and quantitative quality scores for facial images. Approaches for the de-
termination of certain aspects, such as facial symmetry, resolution and size,
illumination intensity, brightness, contrast, color, exposure, sharpness, etc, are
introduced.
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Moreover, draft of ISO/TEC 29794-5[2] suggests that facial quality be cate-
gorized into static subject and dynamic subject characteristics. In addition to
the normative requirements presented in ISO/TEC 19794-5, open issue talking
over objective metric for human perceived quality vs. metric for psFAR/psFRR
are proposed in this draft, thus making it more practical and comprehensive.
Measurements of face image quality are categorize into three aspects as scene
requirements, photographic requirements and digital requirements, as in Table[Il

In this paper, we present methods for face image quality evaluation. Gabor
wavelets are used as basis features to estimate the symmetry and then to evaluate
lighting and pose conditions. Discrete Cosine Transform (DCT') and Inverse DCT
(IDCT) are used to calculate a degree of out-of-focus. Experiment results are
shown to illustrate the methods.

2 Gabor-Based Facial Symmetry

The illumination and pose variations are two main issues that cause severe per-
formance degradation for most existing systems [9]. Uneven lighting and devi-
ation from frontal posture give rise to severe facial asymmetry. So we can use
facial symmetry to evaluate quality degradations caused by non-frontal lighting
and improper facial pose. Difference between the left and right half regions of
face give a visualized description of facial asymmetry, where the difference is
zero when the face is strictly symmetric.

Suggested by the definition, difference between one face image and its mirror
is a natural way to measure the symmetry. However, this method is too sensitive
to face alignment which means it is available only when geometric centerline of
the face image matches very well with the physical centerline.

Local filters which is more robust to alignment while sensitive to posture
and illumination are needed. Gabor wavelets, Ordinal and Local Binary Pat-
terns(LBP) filters provide effective local features met these requirements. Graft
of ISO/IEC 29794-5[2] introduces a LBP-based method. LBP is sort of coding
based on comparison with adjacent areas, thus will fail in extreme case when
surrounding pixels brighten or darken in the same level. In this paper we propose
to employ imaginary of Gabor filters as a solution to assess the facial symmetry.

Gabor feature is a popular descriptor in face recognition [4]. The Gabor kernels
are defined as follows:

k2, k2, 2° _ o?
Y = 1 exp(= ", )lexp(ik,2) = exp(=) ) 1)

where p and v define the orientation and scale of the Gabor kernels respectively,
z = (z,y), and the wave vector k,, , is defined as follows:

Ky = kye'or (2)

where ku = kmaw/fyv kmaz = 7T/27 f = \/27 (bp« = ﬂ-/l/S
In face recognition, the magnitude of Gabor feature is usually adopted due to
its robustness to illumination and expression. However, in this case, we require
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Fig. 3. Evaluation of facial symmetry using Gabor filters

the feature that is sensitive to illumination and pose. Therefore, the imaginary of
Gabor filters, which not only has the characteristic of gradient operator, but also
has orientation selectivity and stability, is utilized and believed to be competent
for asymmetric. Fig. 2l shows the imaginary of Gabor filters in five orientations
selected in this paper and Fig. Blillustrates the whole process for face asymmetric
measurement. Firstly, five pairs of mirror symmetric Gabor filters are acted on
left and right half regions of a face image respectively. Secondly, the asymmetry
is measured as the difference between the corresponding Gabor responses on left
and right part calculated as:

Asymmetry = > > " |L(i,j) — R(i. )| (3)

i=1 j=1

where M and N is the height and width of a image, L and R indicates the
left and right half part of Gabor responses. Obviously, the bigger the value of
Asymmetry, the worse the facial symmetry.

3 DCT-Based Sharpness

Most optical systems are equipped with components of automated out-of-focus
detection and blur adjustment[6]. Blurriness, resulting from out-of-focus, is
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treated as important measurement for image quality evaluation[s]. In view of
image processing, out-of-focus leads to lost in high-spatial frequency. Thus we
proposed to use DCT to evaluate it on frequency domain.

Sharpness is another crucial factor affecting the performance of face recogni-
tion. The sharpness of a face image refers to the degree of clarity in both coarse
and fine details in the face region.

Many measures for computing image sharpeness have been proposed in recent
years[7/8]. Intuitively, N.K.Ratha et al. [5] proposes a variance based method to
evaluate the sharpness of biometric images. In his method, an M x N image
is divided into m X n regions. In every region, the variance is computed and
if it is larger than a pre-defined threshold, this region is sharpness enough and
considered as a good region. The final sharpness score is derived as the ratio of
numbers of good regions to the total region number.

Num

1
Sharpnessl = N Z I(D; >T) (4)

um “
=1

where Num is the number of regions, D; is the variance in region i and I(-) €
{0,1} is an indication function of a boolean condition.

We propose a novel method in frequency domain to evaluate the sharpness of
face image. The low-frequency information in an image corresponds to the global
shape of components whereas the high-frequency counterpart corresponds to the
details of skin. The out of focus face images usually lose high-frequency infor-
mation. Fig. [ illustrates two examples. The left is the blurring image captured
in real world and the right is the simulated image by Gaussian convolution. It
can be clearly seen the high frequency coefficients of blurring images (the lower
images) are really small in their frequency domain.

Enlightened by the fact that little high-spatial frequency exists in most im-
ages, DCT are widely used in image compression. In this paper we utilize DCT
and IDCT to measure the high-spatial frequency content, i.e., the sharpness
of an image. In particular, with an input image I, it is first transformed into
frequency domain by DCT operation. The coefficients which occupies the pre-
defined ratio (ratio is chosen in sequence of run-length coding according to rate,

(a) (b)

Fig. 4. Images of different sharpness degrees and their DCT frequency results
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where ratio = M x N X rate ) of total energy is preserved and then it is inverse-
transformed to the image space by IDCT operation to obtain the recovered image
R. The sharpness is finally evaluated by the difference of input image and the
recovered one (Eq. [Bl). Obviously, the larger difference is, the sharper the input
image is.

M N
Sharpness2 = M N ;g (i,7))? (5)

4 Experiments

The following experiments first examine on the facial asymmetry caused by
non-frontal lighting and improper facial poses using the facial symmetry based
methods presented in Section 2. Then DCT based method described in Section 3
are presented to measure the image sharpness.

CMU-PIE database is utilized to assess the facial symmetry problem. Im-
ages under different lighting conditions and different poses from 68 subjects
are selected. In sharpness measurement experiment, 1850 images from FERET
database are selected.

4.1 Lighting Symmetry

The proposed method is compared with the method that computes the difference
on gray images directly, denoted as DDG and the LBP based method in [I]. All
the images are cropped according to the automatically detected eye positions.

Fig. Bl shows the cropped face images under different lighting conditions and
Fig. [0l illustrates the results of different facial symmetry assessment methods.
It can be seen that the DDG method, due to its sensitive to misalignment and
noise, is almost infeasible in lighting symmetry evaluation. The performance of
the proposed Gabor based method and the LBP based method [I] are similar
and they can be used to evaluate the lighting condition better.

4.2 Pose Symmetry

Four poses (27, 29, 11, 14) are selected to do the pose assessment. (Fig. [7).
Similarly, the proposed Gabor based method is compared with DDG and LBP
method in [I]. Fig. B shows the face quality asymmetry values for 4 pose cate-
gories. It can be seen the Gabor and LBP based methods are more applicable.

4.3 Sharpness Measurement

In this section, both real and simulated images are tested. In simulated case, the
blurring images are generated by the convolution operation on original images
with Gaussian filters (Eq. [6).

% + y2
202

G(x,y) = exp{— } (6)
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Fig. 5. Face examples under four different lighting conditions
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Fig. 6. Lighting asymmetry score using DDG (a), LBP (b) and Gabor (c) features

The proposed DCT based method is compared with the method in [5]. For
method in [5], the image is divided into 14 x 12 and 7 X 6 respectively and the
threshold is set as the mean of variances of all sub-regions. For the proposed
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Fig. 8. Pose asymmetry score using DDG (a), LBP (b) and Gabor (c) features

method, the preserved DCT coefficient rate is set to 0.1 and 0.3 respectively.
Fig. @ illustrates the sharpness assessment results of these two methods on sim-
ulated images and real captured ones. It can be seen the proposed DCT based
method achieves significantly better results to measure sharpness of images in
both cases.
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Fig. 9. Sharpness measurement results with different methods ((a)-(b) and (e)-(f) are
results of the method in [5] with simulated blurring images and real captured blurring
images. (c)-(d) and (g)-(h)are results of the proposed DCT method).
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5 Conclusion

Enlightened by draft of ISO/TEC 29794-5 where standardization of face image
quality is presented, we first introduce a novel Gabor-based facial symmetry mea-
surement method to evaluate the changing illumination and improper posture.
It provides comprehension from another aspect and offers alternative choice for
evaluation. As face images are cropped according to the automatically detected
eye positions, situations like misalignment and anatomically non-symmetric are
not excluded intentionally, which indicates stability of the method. Also a DCT
and IDCT combined algorithm is proposed to discern out-of-focus, which may
replenish the standardization in ISO/IEC 29794-5.
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