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Abstract

Recently, pedestrian attributes like gender, age and
clothing etc., have been used as soft biometric traits for rec-
ognizing people. Unlike existing methods that assume the
independence of attributes during their prediction, we pro-
pose a multi-label convolutional neural network (MLCNN)
to predict multiple attributes together in a unified frame-
work. Firstly, a pedestrian image is roughly divided into
multiple overlapping body parts, which are simultaneously
integrated in the multi-label convolutional neural network.
Secondly, these parts are filtered independently and aggre-
gated in the cost layer. The cost function is a combina-
tion of multiple binary attribute classification cost function-
s. Moreover, we propose an attribute assisted person re-
identification method, which fuses attribute distances and
low-level feature distances between pairs of person images
to improve person re-identification performance. Extensive
experiments show: 1) the average attribute classification
accuracy of the proposed method is 5.2% and 9.3% high-
er than the SVM-based method on three public databases,
VIPeR and GRID, respectively; 2) the proposed attribute as-
sisted person re-identification method is superior to existing
approaches.

1. Introduction

Pedestrian attributes, such as gender, dark hair and skirt
etc., have been used as soft biometric traits in the surveil-
lance field, and has attracted a lot of attention recently. For
example, pedestrian attributes can be used as useful clues
for person retrieval [6, 15], subject identification [16], per-
son recognition [5, 17], human identifying [4, 29, 31], face
verification [21] and person re-identification [23]. In many
real-world surveillance scenarios, cameras are usually in-
stalled at a far distance to cover wide areas, therefore pedes-
trians are captured with low resolution, as a result, high-
quality face images are hardly attainable. However, in such
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scenarios pedestrian attributes still have a high application
potential, because pedestrian attributes have been shown to
provide several advantages beyond traditional biometrics,
such as invariance to illumination and contrast [16].

There are three main challenges in pedestrian attribute
classification. First, there are large intra-class variation-
s, due to diverse clothing appearances, various illumina-
tion conditions and different camera views. As shown in
Figure 1, the backpack annotated samples in the VIPeR
[10] database captured with different cameras have drastic
appearance variations. Second, pedestrian attributes have
complex localizing characteristics, which means that some
attributes can only be recognized in some certain or uncer-
tain local body areas. For example, long hair is most rele-
vant with the head and shoulders areas; satchel (see Figure
1) may appear in either left of right side of the image, with
uncertain height. As a result, pedestrian attribute feature
extraction is very difficult. Third, pedestrian attribute clas-
sification is a multi-label classification problem instead of
a multi-class classification problem, because pedestrian at-
tributes are not completely mutually exclusive. Therefore,
most of the existing multi-class classification algorithms are
not applicable, and multi-label classification has its own
challenge.

The most popular approach for attribute prediction is
the one using hand-crafted features and SVM based indi-
vidual attribute classifier [1, 8, 16, 22, 23], which cannot
solve the above mentioned challenges successfully because
hand-crafted features have limited representation ability for
large intra-class variations, and independent SVM classi-
fiers cannot investigate interactions between attributes. In
this paper, we present a comprehensive study on pedestrian
attribute classification. We solve the multi-attribute clas-
sification problem with a multi-label convolutional neural
network (MLCNN). The multi-label convolutional neural
network is trained from raw pixels rather than hand-crafted
features and is able to simultaneously recognize multiple
attributes, which achieves higher accuracy than the SVM-
based attribute classifiers proposed in [1, 22, 23]. Moreover,
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Figure 1. Annotated sample images from the VIPeR and GRID databases.

due to the improvement of the proposed attribute classifica-
tion method, fusing attribute distances and low-level feature
distances between pairs of person images leads to a better
person re-identification method than existing approaches.

2. Related Work

The study of attributes is receiving more and more inter-
ests, since attributes are helpful to infer high-level semantic
knowledge. There are many computer vision applications
based on attributes, such as face verification [21], image re-
trieval [34], clothing description [3], human attribute recog-
nition [35]. The most related work are [1, 22, 23, 26], where
the attributes are automatically predicted from a low reso-
lution pedestrian image. In these works, Layne et al. [23]
defined 15 human-understandable pedestrian attributes such
as male, longhair, backpacks, headphones and clothing on
the VIPeR [10] and i-LIDS databases. They further provid-
ed 21 attribute annotations on the VIPeR, PRID [13] and
GRID [28] databases in [22]. Figure 1 shows some exam-
ples of annotated images. For attribute classification, all
of these works train SVM classifier for each attribute inde-
pendently, which ignores the interaction between different
attributes.

Convolutional neural networks (CNN) [7, 12, 20, 24, 25]
have been used in many image-related applications and ex-
hibited good performances. However, most of these work-
s are concerned with single-label image classification, and
each image in the dataset only contains one prominent ob-
ject class. Recently, Gong et. al [9] proposed a multi-label
deep convolutional ranking net to address the multi-label
annotation problem. They adopted the architecture pro-
posed in [20] as basic framework and redesigned a multi-
label ranking cost layer for multi-label prediction tasks.

There are several person re-identification methods using
attribute information. In [1], gallery images are ranked cor-
responding low-level feature distances first, then locally ad-
justed by attribute distances. [23] fuses attribute informa-
tion on score level, which calculates an attribute distance
and fuse it with a low-level feature distance to form the
fusion distance. [22] utilizes attribute information on fea-
ture level, which concatenates the predicted attribute scores
and low-level features and learns discriminative metric on
the concatenated features. The latent SVM based person
re-identification approach [26] embeds clothing attributes
as latent real-value variables via a continuous latent SVM

Figure 2. One person is divided into 15 overlapping body parts.

Figure 3. The structure of the multi-label convolutional neural network
(MLCNN) used in our method.

[33] framework. It implicitly describes the relations among
the low-level part features, mid-level clothing attributes and
high-level re-identification labels of person pairs.

3. Pedestrian Attribute Classifier Training

3.1. Body Part Division

Because of body movements, commonly used holistic
feature representation methods suffer from the pose mis-
alignments. Besides that, some attributes have local charac-
teristic. For example, long hair is most relevant with head
and shoulders area; backpack is most likely to appear in up-
per torso region; jeans appears in lower part of body. Con-
sidering these factors, in [3, 26], part detection is first ap-
plied to locate body parts and low-level features are extract-
ed from the detected regions. However, part detection itself,
is a challenging problem, due to the geometric variation
such as articulation and viewpoint changes as well as the
appearance variation of the parts arisen from versatile cloth-
ing types. We do not use a body part detector, but roughly
divide a pedestrian image into 15 overlapping 32⇥32 sized
parts, as shown in Figure 2. The steps of horizontal and
vertical axises are 8 pixels and 24 pixels, respectively.

3.2. Multi-label Convolutional Neural Network

After body part division, multiple parts are integrated to
a multi-label convolutional neural network (MLCNN) at the
same time, as shown in Figure 3. Each part is filtered in-
dependently. All convolutional and pooling layers are de-
signed with 16 channels. The cross channel normalization
unit [20] is used in the S1 and S2 pooling layers. The filter
sizes of C1, C2 and C3 layer are 7 ⇥ 7, 5 ⇥ 5 and 3 ⇥ 3,
respectively. The ReLU neuron [20] is used as activation
function for each layer. Dropout [12] layers follow each
of the fully connected layers with a dropout ratio of 0.5.

536



Table 1. The pre-defined connection relationships between parts and at-
tributes.

attribute parts attribute parts attribute parts
male 1-15 redshirt 4-9 skirt 10-15

midhair 1-3 blueshirt 4-9 barelegs 10-15
darkhair 1-3 nocoats 4-9 shorts 10-15

bald 1-3 patterned 4-9 lightbottoms 10-15
darkshirt 4-9 hassatchel 4-9 darkbottoms 10-15
lightshirt 4-9 hasbackpack 4-9 jeans 10-15

greenshirt 4-9 hashandbag
carrierbag 7-12 notlightdark

jeanscolour 10-15

Moreover, considering some attributes (e.g. bald, longhair,
jeans) are unlikely to appear outside of their expected parts,
we pre-define connections between attributes and parts. As
shown in Figure 3, male is fully connected with all parts,
mid-hair is fully connected with part 1-part 3, shirt is ful-
ly connected with part 4-part 9 and jeans is fully connected
with part 9-part 15, etc. Table 1 lists the pre-defined con-
nection relationships between parts and attributes.

3.3. Cost Function and Learning

Since attributes are not completely mutually exclu-
sive, multi-attribute prediction is a multi-label classification
problem essentially. The last layer of the proposed MLCN-
N structure is different from the CNN used for single-label
classification which usually only includes one cost function.
In order to make our MLCNN to predict all attribute clas-
sifiers together, we sum all attribute classification cost to-
gether. Following [9, 11], we use the softmax function [2]
for each attribute prediction. The cost function of our multi-
label convolutional neural network (MLCNN) is defined as
follows:
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k. Back prop-
agation (BP) [24] is used to learn the parameters of the ML-
CNN and there are many public CNN tools, such as cuda-
convnet [20] and Caffe [18].

4. Attribute Assisted Person Re-identification

Person re-identification is to recognize individual-
s through person images captured from multiple non-
overlapping cameras. In practice, person re-identification
is aimed to return a ranked list. In the ranked list, gallery
images are ranked according to distances between gallery
images and a probe image. The higher true gallery images
are ranked, the better performance will be achieved.

Figure 4. The framework of attribute assisted person re-identification.

As shown in Figure 4, a fusion distance consists of at-
tribute distance and low-level feature distance. Assume that
xp is a probe image and xg is a gallery image, then the fu-
sion distance Sf (xp, xg) is defined as follows:
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where Sl(xp, xg) is the low-level feature distance between
xp and xg; Sa(xp, xg) is the attribute distance between xp

and xg; Lp and Lg are the low-features of xp and xg; M
is a metric learned by KISSME [19]; Ap and Ag are the at-
tribute scores predicted by MLCNN. ↵ is set as 0.5 in our
experiments. Once the fused distances between gallery im-
ages and a probe image are obtained, the rest work of person
re-identification is to rank gallery images according to the
fused distances.

5. Experiments

Two challenging databases are used to validate our al-
gorithm, VIPeR [10] and GRID [28]. VIPeR [10] contains
632 pedestrian image pairs from two cameras with differen-
t viewpoint, pose and lighting. GRID [28] provides 1,275
pedestrian images captured by cameras installed in a busy
underground station and only 250 person image pairs of
them captured by two cameras with different viewpoints.
GRID is challenging due to variations of pose, colours,
lighting changes, as well as poor image quality caused by
low spatial resolution. The two databases are annotated
with 21 attributes and the annotations are provided by [22].
Figure 1 shows some annotated samples.

We conducted both attribute classification and person re-
identification experiments. For attribute classification, we
compared the proposed MLCNN method to SVM and CN-
N. Besides, for MLCNN we evaluated both all body based
method (denoted as mlcnn-a) and part based method (de-
noted as mlcnn-p).
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5.1. Setup

All images are scaled into 128 ⇥ 48 pixels. For each
database, we split it into non-overlapping training and test-
ing sets randomly and the sizes of training and testing are
set the same. We repeat the process 11 times and got 11
splits. The 11-th split is used for parameter tuning, such
as the number of epoch, learning rate, weight decay and so
on. The other 10 splits are used for reporting the results.
The features used for training SVM-based attribute classi-
fiers are the same with [22], which have 2784 dimensions.
For person re-identification, we used a 12,750-dimentional
descriptor proposed in [27], which fuses HSV and MB-LBP
region histograms. Before KISSME [19] metric learning,
we project the feature descriptors into a 100 and 40 dimen-
sional subspaces by PCA for the VIPeR and GRID databas-
es, respectively.

5.2. Attribute Classification

We retrain the SVM-based attribute classifiers proposed
in [22] and compare it with our method. Following the eval-
uation protocol of [22], we report the average recall rate of
each attribute classifier with default thresholds (0 for SVM,
0.5 for MLCNN). From Table 2 and Table 3, we can see
that the average accuracy rates of mlcnn-a and mlcnn-p are
higher than that of the SVM-based method [22] for the t-
wo databases. The average accuracy rates of the mlcnn-p
classifiers are 5.2% and 9.3% higher than that of the SVM
based classifiers on VIPeR and GRID, respectively.

In order to evaluate the performance of attribute classi-
fication more comprehensively, we further report the aver-
age recall rate when the false positive rate (FPR) is at 20%
(shown in Table 2 and Table 3). One can see that the average
recall rates of mlcnn-a and mlcnn-p are higher than that of
the SVM-based method [22]. The mlcnn-p achieves the best
performance. Compared with the SVM-based method, the
mlcnn-p obtains 9.4% and 8.2% improvements on average
recall rates for VIPeR and GRID databases, respectively.
Furthermore, the overall ROC curves are shown on Figure 5
for the two databases. Based on Figure 5, we can clearly see
that the mlcnn-a/mlcnn-p has better performance than the
SVM-based classifier. These results demonstrate our ML-
CNN is superior to the SVM-based method. Moreover, we
can find that mlcnn-p is better than mlcnn-a in most cases.
Especially, for those local attributes midhair and darkhair,
mlcnn-p is much better than mlcnn-a. This result demon-
strates the pre-defined relationships between attributes and
body parts are effective for attribute classification on the t-
wo databases.

Additionally, we independently train each attribute’s
classifier by using CNN [20] on the VIPER database and
compare the performance with mlcnn. The structure of each
independent attribute CNN is the same with mlcnn and the
pre-defined part-attribute relationship (Table 1) is also used.

Table 2. Comparison of attribute classification performance on VIPeR.

attribute
average±std

Accuracy Rate (%)
average±std

Recall Rate (%) @ FPR=20%
SVM mlcnn-a mlcnn-p SVM mlcnn-a mlcnn-p

male 66.5±1.1 68.4 ± 1.3 69.6 ± 2.6 48.2±3.5 55.1±2.6 57.2±3.7

midhair 64.1±2.3 72.2 ± 2.1 76.1 ± 1.8 43.0±3.9 52.2±3.0 63.5±4.2

darkhair 63.9±1.8 69.8 ± 1.5 73.1 ± 2.1 39.6±2.7 50.9±3.1 58.4±5.8

darkshirt 84.2±0.9 83.4 ± 1.1 82.3± 1.4 87.5±1.2 86.3±2.0 85.8±2.1

lightshirt 83.7 ±1.0 83.4 ± 1.4 83.0± 1.2 87.8±1.3 86.5±2.9 85.3±2.3

greenshirt 71.4±5.2 66.4 ± 5.2 75.9± 5.9 54.3± 9.5 51.5±12.2 69.4±8.0

redshirt 85.5±2.3 90.7 ± 1.6 91.9± 1.0 88.4± 3.9 86.0±5.7 88.9±4.8

blueshirt 73.0±5.2 70.2 ± 5.3 69.1± 3.3 60.8± 3.9 66.5±3.2 70.8±5.1

nocoats 70.6±1.9 69.9 ± 1.6 71.3± 0.8 59.3± 2.4 55.9±3.2 57.2±3.2

patterned 46.9±15.1 56.0 ± 4.9 57.9± 9.2 26.3± 6.0 28.5±9.7 41.0±9.0

lightbottoms 74.7±1.2 76.2 ± 1.6 76.4± 1.2 69.5± 3.0 73.0±3.6 73.3±2.5

darkbottoms 75.7±1.7 77.4 ± 1.5 78.4± 0.7 70.2± 4.7 74.5±3.7 76.2±1.9

notlightdark
jeanscolour 70.3±7.3 90.8 ± 1.9 90.7 ± 2.0 57.2± 7.9 73.4±6.8 78.6±7.5

jeans 76.4±1.3 76.0 ± 1.5 77.5± 0.6 72.7± 3.4 72.0±3.2 74.7±2.8

skirt 63.6±8.8 78.2 ± 3.5 78.1± 3.5 40.7± 13.9 50.0±10.1 60.7±9.9

barelegs 75.6±3.8 81.7 ± 1.4 84.1± 1.1 68.7± 6.5 73.3±5.9 85.4±4.5

shorts 70.4±5.2 77.3 ± 2.7 81.7 ± 1.3 59.8± 6.5 62.6±7.4 82.9±4.7

hassatchel 47.8±4.8 55.7 ± 3.3 57.8 ± 2.7 22.0± 4.9 29.4±2.9 31.7±4.3

hashandbag
carrierbag 45.3±3.8 45.1 ± 6.2 42.0 ± 6.5 17.4± 3.5 22.0±6.5 18.5±5.8

hasbackpack 67.5±1.4 63.8 ± 2.7 64.9 ± 1.2 47.9± 4.7 43.4±3.6 49.9±3.7

average±std 68.9±1.1 72.6± 0.6 74.1 ± 1.0 56.1± 1.3 59.7±1.4 65.5±1.5

Table 3. Comparison of attribute classification performance on GRID.

attribute
average±std

Accuracy Rate (%)
average±std

Recall Rate (%) @ FPR=20%
SVM mlcnn-a mlcnn-p SVM mlcnn-a mlcnn-p

male 63.2± 2.9 65.8±2.7 68.4±1.8 42.8±8.2 50.2±6.7 52.8±4.9

midhair 61.1± 2.8 68.0±2.4 72.4±3.4 38.4±8.5 45.3±6.3 60.9±7.8

darkhair 59.6 ± 5.0 66.0±2.9 71.8±3.6 37.6±9.3 41.7±6.1 58.3±6.2

darkshirt 77.5± 2.1 79.6±2.1 81.2±1.9 78.1±4.5 80.5±5.6 84.4±5.9

redshirt 74.3± 4.9 89.2±2.7 90.4±2.9 65.8±10.4 82.0±8.6 87.3±7.1

blueshirt 77.8± 5.9 85.8±2.2 84.8± 2.8 70.8±8.9 76.4±10.2 85.2±6.9

patterned 58.5± 13.7 72.4 ±4.0 74.3±3.3 38.3±13.7 32.3±10.0 44.7±13.3

lightbottoms 83.6± 2.3 81.3 ±1.3 83.5 ± 2.9 87.0±4.2 83.7±3.3 86.8±5.2

darkbottoms 83.8± 2.4 81.4 ±2.9 83.8± 2.6 86.8±3.7 83.6±3.9 86.6±4.9

jeans 60.6± 3.1 59.6 ±3.1 62.4± 1.8 40.7±5.4 36.2±5.1 42.2±6.9

skirt 27.0± 31.7 78.0 ±2.9 73.8± 4.9 17.3±5.7 43.3±9.2 44.4±13.6

barelegs 62.0 ± 5.5 76.4±3.7 76.4± 2.4 40.0±7.6 57.4±12.7 65.4±5.7

shorts 62.3 ± 5.5 75.5±3.2 67.4± 5.0 39.5±10.5 44.3±6.9 22.0±5.5

hassatchel 55.4± 1.8 57.2±2.6 55.8± 3.6 29.6±3.6 28.0±4.6 26.9±4.8

hashandbag
carrierbag 54.6± 8.8 62.5 ±3.4 61.8± 2.8 30.1±5.1 34.1±6.5 34.7±8.5

hasbackpack 61.8 ± 2.4 66.3±2.5 63.1± 3.4 43.3±3.4 31.7±7.5 33.7±6.2

average±std 63.9± 2.3 72.8 ±0.9 73.2 ± 0.7 49.1±1.8 53.2±1.7 57.3±0.9

We find that the average performance of independent at-
tribute CNNs is nearly the same with mlcnn-p. However,
the training and test of mlcnn-p are much faster than in-
dependent attribute CNNs. For each trial on the VIPER
database, the training time of mlcnn-p and independent at-
tribute CNNs are 28.1 mins and 146.4 mins and the test time
of mlcnn-p and independent attribute CNNs are 3.6 mins
and 22.5 mins, respectively.

5.3. Person Re-identification

We further investigate whether our MLCNN predicted
attribute scores can further used as soft-biometric cues to
improve person re-identification performance. The cumu-
lative matching characteristic (CMC) curve [19, 22, 37] is
used to measure the performance of person re-identification.

Firstly, we rank gallery images only according to the Eu-
clidean attribute distances calculated by Eq. (6). The results
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Figure 6. (a) and (b) are CMC curves on VIPeR and GRID by using only attribute distances (Eq. (6)). (c) and (d) are CMC curves on VIPeR and GRID by
using the low-level distances (KISSME, Eq. (5)) and the fusion distances (KISSME+mlcnn-p, Eq. (4)).

Figure 5. Overall ROC curve comparison on VIPeR and GRID. The float
number in the legend rectangle represents the area under the curve (AUC).

are shown in Figure 6(a) and Figure 6(b) and Table 4. We
can find that the person re-identification performances of
using mlcnn-a/mlcnn-p predicted attribute scores are con-
sistently better than that of using the SVM-based classifier
predicted attribute scores. This shows that the attribute clas-
sification improvements of our MLCNN method are useful
for boosting person re-identification performance.

Secondly, we summarize the results of the attribute as-
sisted person re-identification method in Figure 6(c), Fig-
ure 6(d) and Table 5. We can find that introducing mlcnn-p
prediction attribute scores is able to improve the person re-
identification performance on the two databases. As shown
in Table 5, compared with KISSME without fusion attribute
information, our method achieves 5.79% and 4.24% im-
provements of rank-1 recognition rate on the VIPeR and
GRID databases, respectively.

Finally, we compare our attribute assisted person re-
identification method with state-of-the-art algorithms on the
VIPeR database, because only the VIPeR database is com-
pletely annotated with attributes and able to meet the same
evaluation protocol with state-of-art methods [14, 19, 30,
32, 36, 37]. From Figure 7 and Table 6, we can see that the
proposed method outperforms most of the compared meth-
ods. Specially, before rank 25, our method outperforms the
state-of-the-art method [32], though [32] has better results
in higher ranks. Moreover, From Table 6, we can find that
the rank-1 recognition rate of our method achieves 31.23%,
while the recognition rates at rank 1 of the compared state-
of-the-art methods are consistently lower than 30%.

Table 4. Comparison of attribute score based person re-identification per-
formance on the VIPeR and GRID databases.
database rank-1 rank-5 rank-10 rank-25

SVM mlcnn-a mlcnn-p SVM mlcnn-a mlcnn-p SVM mlcnn-a mlcnn-p SVM mlcnn-a mlcnn-p
VIPeR 9.59 12.47 13.89 27.94 33.07 34.02 40.41 45.98 47.41 62.72 66.04 67.25

GRID 14.88 17.68 18.32 39.04 41.36 46.16 57.20 58.88 62.56 77.68 82.56 84.16

Table 5. The comparison of recognition rate (%) the KISSME without and
with the fusion of the mlcnn-p classifier on the VIPeR and GRID databases.

database
rank-1 rank-5 rank-10 rank-25

KISSME KISSME+
mlcnn-p KISSME KISSME+

mlcnn-p KISSME KISSME+
mlcnn-p KISSME KISSME+

mlcnn-p
VIPeR 25.44 31.23 53.42 62.85 67.66 76.23 85.54 90.28

GRID 31.60 35.84 61.84 67.76 75.28 81.36 89.28 92.96

Table 6. The comparison of recognition rate (%) between our method and
state-of-the-art methods.

method rank-1 rank-5 rank-10 rank-15 rank-20 rank-25 rank-30 rank-50
RDC [37] 15.66 38.42 53.86 N/A 70.09 N/A N/A N/A
DML [32] 28.23 59.27 73.45 81.20 86.39 89.53 92.28 96.68

LFDA [30] 24.18 N/A 67.12 N/A N/A 85.10 N/A 94.12
RPLM [14] 27 N/A 69 N/A 83 N/A N/A 95

Salience [36] 26.74 50.70 62.37 N/A 76.36 N/A N/A N/A
Ours 31.23 62.85 76.23 83.73 88.26 90.28 91.99 95.54

Figure 7. The comparison of our method and state-of-the-arts on VIPeR.

6. Conclusion

In this paper, a multi-label convolutional neural network
(MLCNN) for pedestrian attribute classification and soft
biometrics have been proposed. Moreover, we have pro-
posed an attribute assisted person re-identification method
which fuses attribute distances and low-feature based dis-
tances between pairs of person images to improve the per-
formance of person re-identification. Experimental result-
s on two public databases, VIPeR and GRID have well
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demonstrated the effectiveness of both the MLCNN at-
tribute classification method and the attributes assisted per-
son re-identification method.
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