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Abstract—3D Morphable Model (3DMM) has been widely
used in face analysis for many years. The most challenging part
of 3DMM is to find the correspondences between 3D points and
2D pixels. Existing methods only use keypoints, edges, specular
highlights and image pixels to complete the task, which are not
accurate or robust. This paper proposes a new algorithm called
Sparse SIFT Flow (SSF) to improve the reconstruction accuracy.
We mark a set of salient points to control the shape of facial
components and use SSF to find their corresponding pixels on
the input image. We also incorporate SSF into Multi-Features
Framework to construct a robust 3DMM fitting algorithm.
Compared with the state-of-the art, our approach significantly
improves the fitting results in facial component area.

I. INTRODUCTION

In the research area of face analysis, estimating 3D shape
from image data has attracted considerable attentions in recent
years. Based on the 3D shape of a face, it is easy to estimate its
pose and illumination, which are important for face recognition
in the wild [1, 2]. Besides, 3D shape provides many novel
approaches for image processing problems like relighting [3]
and super-resolution [4].

Given a single face image under unknown pose and il-
lumination, 3D Morphable Model (3DMM) [2, 5-7] could
solve its 3D shape, texture, pose and illumination parameters
at the same time. These parameters are estimated by fitting
3DMM to the input image following analysis-by-synthesis
framework, where Stochastic Newton Optimization is applied
to minimize the difference between the synthetic image and the
input image. This fitting process is ill-posed and suffers from
local minimum problem seriously. Romdhani [8] presents a
Multi-Features Framework (MFF) to handle the local minima
in which contours, textured edges, specular highlights and
pixel intensity are considered jointly. The smoother objective
function of MFF is the weighted sum of the cost functions
produced by each feature. Zhang [9] and Aldrian [10, 11]
concentrate on simplified linear illumination models. In their
works, human faces are regraded as lambertian objects and
a 9 dimensional linear subspace called Spherical Harmonic
Reflectance is used to describe illumination on human faces.
In addition, SUV color subspace and high-order spherical
harmonic bases are applied to handle specular reflection.

The central problem of 3DMM fitting is to find the
correspondences between 3D points and image pixels based
on some features. Until now, the most popular features are
keypoints [11], pixel intensity [2] and edges [8]. The keypoint
feature directly provides sparse correspondences, which make

the fitting procedure convex and robust. However, the perfor-
mance of keypoint fitting relies on the accuracy of keypoint
detection and the fitted shape is always inaccurate due to
the severe sparsity. The pixel intensity feature could provide
dense correspondences by fitting the synthetic image to the
input image, but the correspondences are unstable and easily
influenced by expression and occlusion. Edge is another feature
used to get sparse correspondences. A set of edge points are
marked on the model by hand and they are fitted to their
closest canny edges on the input image. Considering the canny
operator cannot detect all edges stably and the closest point
criterion may get wrong correspondences, the feature is also
unstable. In many cases, all these features are used together
to compensate each other in MFF, but none of them is robust
enough for facial component fitting.

In this paper, a more discriminative feature and its robust
fitting algorithm, SIFT flow [12], is applied under Multi-
Features Framework. SIFT feature is used to describe face
images and neighborhood constraints are used to restrict flows
of neighboring points. To speed up the fitting process, we only
apply SIFT flow on the facial component region. According
to [13], facial components are more important than other
regions both to human perception and face recognition system.
Experimental results show that our algorithm achieves more
accurate facial component shapes than existing 3DMM across
a wide range of illumination and pose conditions.

II. RELATED WORK
A. 3D Morphable Model

3D Morphable Model [5] is constructed from a set of 3D
face scans in dense correspondence. Each scan is represented
by a shape-vector S = (Z1,Y1,21,%2,Y2, 22, ey T, Yn, Zn)
and a texture-vector T' = (r1,g1,b1,72, 92,02, «; "'y Gy b))
which contain the 3d coordinate and color of each point. PCA
is applied to decorrelate texture and shape vectors respectively
and a 3D face can be described as:
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where m is the number of face scans. 5 and ¢ are the means of
shape and texture respectively. s; and ¢; are the ¢th eigenvector.
a = (a1, a2, ...,;m,-1) and 8 = (b1, B2, ..., Bm—1) are shape
and texture parameters determining S and 7.

After the 3D morphable model has generated, the Phong
illumination model and the weak perspective projection are



used to produce a synthetic image. The fitting process of
3DMM is to minimize the Euclidean distance between the
synthetic and input image:

E= || Zlinput(x,y) - Isyn(m7y)|| (2)
z,y

where E is the cost function, I;,,,,(x,y) is the input image
and Iy, (z,y) is the image synthesized by projecting the 3D
face into image plane. Stochastic Newton method is adopted
to minimize the cost function.

The fitting algorithm in [5] only uses the pixel intensity
feature. As we know, pixel intensities of a face image can be
dramatically influenced by expression, occlusion and compli-
cated illumination. Therefore, the 3DMM is not robust enough
to these variations and suffers from local minimum problem
seriously. Moreover, the texture description ability of 3DMM is
limited due to its low dimensionality. As a result, the synthetic
image is always smooth, which makes the fitting procedure
unstable if the input face is rich in texture.

B. Multi-Features Framework

To address the limitation of pixel intensity, a Multi-Features
Framework (MFF) [8] is proposed. With multiple features, the
cost function of MFF is smoother and hence the global optimal
solution is easier to be obtained in optimization process.

In the original MFF, three other features including specu-
lar highlights, texture constraint and edges are incorporated.
Specular highlights imply the relationship between lighting
direction and surface normal. Texture constraint is used to
separate the contributions of texture from lighting in pixel
intensities. The edge feature provides shape information robust
to illumination, and both contours and texture edges are
utilized. The contours are generated from the overlapping of
3D face and background and the textured edges are defined on
the edge and corner of facial components. In the edge fitting
process, the edge points marked on the model are fitted to the
canny edges on the image based on the closest point criterion:

k(i) =arg min _{lqf —pil 3)

where k(1) is the cost produced by an edge point. p; is a model
edge point. ¢; is the closest point of p; on the image. .J is the
number of image edge points.

Textured edges, which are specially designed for facial
component fitting, are very important to the fitting result.
However, according to the optimization procedure in [14], the
textured edge feature is only used in the first several iterations.
The main reason is that textured edges cannot be detected by
canny operator reliably. Moreover, the closest point criterion
is not always reasonable to build the correspondences between
pi and ¢, which may provide a wrong guide for fitting.

III. SPARSE SIFT FLOW FITTING

In this section, a new fitting algorithm called Sparse SIFT
Flow (SSF) is utilized and we pay special attention on facial
component fitting. As in [2], generating a synthetic face image
needs the projection:

m—1
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where so4 is the image coordinates of 3D points after projec-
tion. f is the scale parameter. P is the orthographic projection
matrix. R is the rotation matrix with ¢,~,6 as the rotation
angles for z, y, z axes. ts4 is the translation vector in 3D space
and (5 + Zf;l «; - 8;) is the shape vector as (1) where « is
the shape parameter. If there exists a vector syq ; contains
the true image coordinates of 3D points, the pose and shape
parameters could be estimated by minimizing the distances of
524 and sa4 ¢+ as (5). The central problem will be how to get
the coordinates soq ¢.

arg  min l[s24_t — 24l ®)
3DMM fitting always needs hundreds of iterations and esti-
mating saq ¢ for each point is very time-consuming especially
by complicated flow algorithm. We hope to just fit a sparse
set of points instead of the whole face, while keep the fitting
result as accurate as possible. In our algorithm, three steps are
involved : 1. Marking a set of salient points to control the facial
component shape. 2. Matching the salient points to the input
image using SIFT flow. 3. Minimizing the Euclidean distances
of corresponding points.

A. Salient Points

Facial components are the most important part for face
recognition system [13], thus we hope to get more accurate
component shapes in our algorithm. We mark a set of salient
points on the 3D face model to control the shape of facial
components, as shown in Figure 1. These salient points are
located on four regions: eyebrow, eye, nostril and mouth, which
are all texture-rich regions.

Fig. 1.

Salient Points on 3D Morphable Model

With these points marked, we restrict (4) and (5) only on
salient points and get a new cost function:
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where 5,5, and s, ; are the mean and eigenvector on salient
points. Sa24_sq 18 the positions of salient points after projection
and s24_sq, 18 the true positions. Because salient points are only
a small portion of the whole face, estimating of so4_sq, 1S much
faster than s4 + and more sophisticated feature extraction and
fitting algorithm can be applied without consuming a lot of
resources.



B. Sparse SIFT Flow Fitting

SIFT Flow [12] is used to estimate Saq sq,, it iS an
image alignment algorithm based on SIFT descriptor and could
provide dense, pixel-to-pixel correspondences between two
images. In the algorithm, a SIFT descriptor is computed for
each pixel to form a SIFT image and the SIFT image is aligned
with two criteria: the descriptors are matched and the flow field
is smooth.

A novel shape fitting method called Sparse SIFT Flow
(SSF) is proposed here. The flowchart of SSF is shown
in Figure 2. With the initial pose estimated with a set of
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Fig. 2. The flow chart of SSF. (a): input face image. (b): projection of the
mean face. (c): the initial positions of salient points. (d): dilation of salient
points. (e): updated shape after an iteration. (f): positions of salient points
after an iteration

keypoints, we project the mean 3D face to the input image, as
shown in Figure 2(b). Figure 2(c) shows the sa4 s, of salient
points after projection. Noted that the neighborhood relations
of salient points are not guaranteed because of coordinate
discretization, a dilate morphological operator is applied to
make sure salient points are connected to their neighbors, as

in Figure 2(d). These white points after dilation are candidate
points.

The SIFT flow algorithm will run from Figure 2(b) to
Figure 2(a) only on candidate points. The cost function of
the alignment is defined as:

E(w) =Y min(|si(p) — s2(p+ w(p))l,t)  (Ta)
+> n(lup) + lv(p)) (7b)

+ Z (min(a|u(p) — u(q)], d)+
(p,a)€e (70)
min(alv(p) — v(q)|,d))

where p = (z,y) is the coordinate of a candidate point.
w(p) = (u(p),v(p)) is the flow vector of p. sy and sy are
the SIFT images of Figure 2(b) and Figure 2(a). € contains
all 4-neighborhoods of candidate points. This cost function
contains three terms: (7a) is the data term which makes the
SIFT descriptors matched along the flow w(p); (7b) is the
small displacement term which prevents flows from becoming
too large; (7c) is the smoothness term which keeps the flows in
neighborhood as similar as possible. The truncated L1 norm
is used to deal with discontinuities along object boundaries,
with d and ¢ as thresholds respectively. We adopt dual loopy
belief propagation and coarse-to-fine matching scheme [12] to
optimize the object function. After the algorithm converges, a
flow chart of candidate points will be obtained. The algorithm
is called ““sparse” because the SIFT flow runs only on a sparse
set of points.

Considering salient points are not always located on image
grids exactly, a bilinear interpolation is used to estimate the
flows of salient points flows,. As shown in Figure 3, the
translation of a salient point is the weighted sum of its
neighbors on the grid. The estimated flows, is then used to
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Fig. 3. The bilinear interpolation of SIFT flow, where f1, fa, f3, f4 are the
flows of neighboring points on the grid, w1, w2, w3, w4 are the corresponding
bilinear weights.

get true positions of salient points Soq_sq,:

S2d_sa; = S2d_sa + flowsa (8)

After the s2q_sq, has estimated, a Levernberg-Marquardt opti-
mization is used to update shape and pose parameters by (6).



The fitting result after an iteration is shown in Figure 2(e) and
Figure 2(f). Then the projection and fitting process will run
another iteration until convergence.

IV. MULTI-FEATURES FRAMEWORK WITH SSF

A more sophisticated approach is incorporating SSF into
Multi-Features Framework (MFF). We choose keypoints, con-
tours, pixel intensity and SSF as features in our framework.
Compared with Romdhani’s method [8], our approach uses
SSF instead of the non-robust textured edges to constrain facial
component fitting. Moreover, a multi-stage fitting scheme is
adopted: in each stage, different parameters are optimized with
different features.

Our fitting process is divided into 6 stages: In the 1st
stage, pose parameters are initialized using keypoints on the
input image. In the 2nd stage, pose and shape are coarsely
estimated with keypoints and contours. After the initialization
of pose and shape, in the 3rd stage illumination and texture
are updated with pixel intensity. The 4th stage is an integrated
fitting procedure, in which all the parameters are updated using
contours, pixel intensity and SSF. In the 5th stage a segmented
fitting is adopted, where the 3D face model is divided into 4
subregions (eye, nose, mouth and cheek) and they are fitted
respectively. In the last stage, when parameters are close to
their optimal values, we use SSF to refine the shape of facial
components. Table I lists the 6 stages of our algorithm, where
“X” means used, “few” means that only the first few PCA
coefficients are updated and “seg” means segmented fitting.
Figure 4 shows the fitting result after each stage.

TABLE 1. FEATURES AND PARAMETERS USED AT EACH STAGE OF OUR
ALGORITHM
Features Parameters

Stg Key Cont | Pixel SSF Pose Shape | Illum Tex Iters

1 X X 6

2 X X X few 20

3 X X few 30

4 X X X X X X X 20

5 X X X seg seg 15

6 X seg 15

V. EXPERIMENT

We use the Basel Face Model (BFM) [15] database which
provides a 3DMM constructed by 200 face scans and a testing
set including 270 images. The testing set is built by rendering
10 face scans under 9 pose conditions (from frontal to profile)
in 3 lighting directions (from frontal to side), giving 270
renderings in total. For each rendering image, 7 keypoints on
eye corner, mouth corner, nose tip and earlap are provided.

We use the weak perspective projection containing scal-
ing, rotation and translation to describe pose and the Phong
illumination model to describe ambient, diffuse and specular
reflectance. In the fitting process, the 7 keypoints are utilized to
initialize pose parameters with the method in [16], the Multi-
Features Framework with SSF is then used to optimize pose,
shape, illumination and texture parameters. To be robust, only
the 90 most significant PCA coefficients are used.

We compare our method with the state-of-the-art Romd-
hani’s MFF algorithm in [8]. Figure 5 shows the compari-
son experiment. It can be seen from the rectangles that we
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Fig. 4. Fitting result after each stage. (a) input face image; (b) the result of
pose and shape initialization after stage 2; (c) the result of illumination and
texture initialization after stage 3; (d) the result of integrated fitting after stage
4; (e) the result of segmented fitting after stage 5; (f) the final result
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Fig. 5. Left column: input images. Middle column: reconstruction results
of Romdhani’s MFF. Right column: reconstruction results of ours. Rectangles
show the better reconstructed regions of our method



reconstruct eyes, nose and mouth better than MFF. In the 6-
stage fitting process, we find the fitting results after stage 5
are almost similar with the results of MFF. But in the stage 6
when SSF is used only to refine facial components, the fitted
shape improves a lot in a few iterations, just as the differences
between Figure 4(e) and Figure 4(f), the eyes are closer due
to the fitting of SSE. Figure 6 shows the fitting results of Face
No.9 in Illumination No.0 (frontal lighting) and Face No.52 in
Ilumination No.30 (side lighting) under all pose conditions.
Figure 7 shows some fitting results of real-world images. It can
be seen that our algorithm also performs well on real-world
data, even for cartoon characters.

Fig. 7. The first row: the input real-world images. The second row: the
corresponding fitting results.
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Fig. 8. Root Mean Square Error of the entire face over the rotations in (-70,
-50, -30, -15, 0, 15, 30, 50, 70) angles
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Fig. 9. Root Mean Square Error in facial component area over the rotations
in (-70, -50, -30, -15, 0, 15, 30, 50, 70) angles

We also evaluate the precision of shape fitting quantita-
tively. Given a reconstructed shape and its ground truth, we
firstly scale and translate the reconstructed shape to eliminate
the error brought by rigid transformation and then measure

the Euclidean distances of corresponding points. Root Mean
Square Error (RMSE) is used to measure the errors of fitted
shapes. Considering that facial components only cover a small
portion of a face, we also measure the RMSE only on facial
component area. Figure 8 shows the RMSE of all face points
in each pose. We can see that in the whole face area, our
algorithm performs a little worse than Romdhani’s MFF.
However, in the facial component region, as shown in Figure 9,
our method outperforms the MFF owing to the contributions
of SSF. Table II shows the RMSE in facial component area of
all subjects in each pose and illumination condition. There is
a 12.42% improvement overall, which illustrates the accuracy
and robustness of our approach.

VI. CONCLUSION

In this paper, a novel robust and accurate shape fitting
algorithm using SIFT flow was proposed. We marked a set
of salient points around facial components, and fitted them
to the input image with a sparse SIFT flow algorithm. We
also incorporated SSF into Multi-Features Framework to con-
struct a robust 3DMM fitting algorithm. The accuracy and
robustness was compared to the state-of-the-art Romdhani’s
MFF. Experiment showed that our method could get more
accurate and robust facial components under all illumination
and pose conditions. Our future work will involve in using 3D
Morphalbe Model and SSF to fit faces in the wild which have
complicate poses, illuminations and expressions.
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